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Introduction

The first edition of Data Mining Techniques for Marketing, Sales, and Customer
Support appeared on book shelves in 1997. The book actually got its start in
1996 as Gordon and I were developing a 1-day data mining seminar for
NationsBank (now Bank of America). Sue Osterfelt, a vice president at
NationsBank and the author of a book on database applications with Bill
Inmon, convinced us that our seminar material ought to be developed into a
book. She introduced us to Bob Elliott, her editor at John Wiley & Sons, and
before we had time to think better of it, we signed a contract.

Neither of us had written a book before, and drafts of early chapters clearly
showed this. Thanks to Bob’s help, though, we made a lot of progress, and the
final product was a book we are still proud of. It is no exaggeration to say that
the experience changed our lives — first by taking over every waking hour
and some when we should have been sleeping; then, more positively, by pro-
viding the basis for the consulting company we founded, Data Miners, Inc.
The first book, which has become a standard text in data mining, was followed
by others, Mastering Data Mining and Mining the Web.

So, why a revised edition? The world of data mining has changed a lot since
we starting writing in 1996. For instance, back then, Amazon.com was still
new; U.S. mobile phone calls cost on average 56 cents per minute, and fewer
than 25 percent of Americans even owned a mobile phone; and the KDD data
mining conference was in its second year. Our understanding has changed
even more. For the most part, the underlying algorithms remain the same,
although the software in which the algorithms are imbedded, the data to
which they are applied, and the business problems they are used to solve have
all grown and evolved.

xxiii



xxiv Introduction

Even if the technological and business worlds had stood still, we would
have wanted to update Data Mining Techniques because we have learned so
much in the intervening years. One of the joys of consulting is the constant
exposure to new ideas, new problems, and new solutions. We may not be any
smarter than when we wrote the first edition, but we do have more experience
and that added experience has changed the way we approach the material. A
glance at the Table of Contents may suggest that we have reduced the amount
of business-related material and increased the amount of technical material.
Instead, we have folded some of the business material into the technical chap-
ters so that the data mining techniques are introduced in their business con-
text. We hope this makes it easier for readers to see how to apply the
techniques to their own business problems.

It has also come to our attention that a number of business school courses
have used this book as a text. Although we did not write the book as a text, in
the second edition we have tried to facilitate its use as one by using more
examples based on publicly available data, such as the U.S. census, and by
making some recommended reading and suggested exercises available at the
companion Web site, www.data-miners.com/companion.

The book is still divided into three parts. The first part talks about the busi-
ness context of data mining, starting with a chapter that introduces data min-
ing and explains what it is used for and why. The second chapter introduces
the virtuous cycle of data mining — the ongoing process by which data min-
ing is used to turn data into information that leads to actions, which in turn
create more data and more opportunities for learning. Chapter 3 is a much-
expanded discussion of data mining methodology and best practices. This
chapter benefits more than any other from our experience since writing the
first book. The methodology introduced here is designed to build on the suc-
cessful engagements we have been involved in. Chapter 4, which has no coun-
terpart in the first edition, is about applications of data mining in marketing
and customer relationship management, the fields where most of our own
work has been done.

The second part consists of the technical chapters about the data mining
techniques themselves. All of the techniques described in the first edition are
still here although they are presented in a different order. The descriptions
have been rewritten to make them clearer and more accurate while still retain-
ing nontechnical language wherever possible.

In addition to the seven techniques covered in the first edition — decision
trees, neural networks, memory-based reasoning, association rules, cluster
detection, link analysis, and genetic algorithms — there is now a chapter on
data mining using basic statistical techniques and another new chapter on sur-
vival analysis. Survival analysis is a technique that has been adapted from the
small samples and continuous time measurements of the medical world to the
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XXV

large samples and discrete time measurements found in marketing data. The
chapter on memory-based reasoning now also includes a discussion of collab-
orative filtering, another technique based on nearest neighbors that has
become popular with Web retailers as a way of generating recommendations.

The third part of the book talks about applying the techniques in a business
context, including a chapter on finding customers in data, one on the relation-
ship of data mining and data warehousing, another on the data mining envi-
ronment (both corporate and technical), and a final chapter on putting data
mining to work in an organization. A new chapter in this part covers prepar-
ing data for data mining, an extremely important topic since most data miners
report that transforming data takes up the majority of time in a typical data
mining project.

Like the first edition, this book is aimed at current and future data mining
practitioners. It is not meant for software developers looking for detailed
instructions on how to implement the various data mining algorithms nor for
researchers trying to improve upon those algorithms. Ideas are presented in
nontechnical language with minimal use of mathematical formulas and arcane
jargon. Each data mining technique is shown in a real business context with
examples of its use taken from real data mining engagements. In short, we
have tried to write the book that we would have liked to read when we began
our own data mining careers.

— Michael J. A. Berry, October, 2003
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Why and What Is Data Mining?

In the first edition of this book, the first sentence of the first chapter began with
the words “Somerville, Massachusetts, home to one of the authors of this book,
...” and went on to tell of two small businesses in that town and how they had
formed learning relationships with their customers. In the intervening years,
the little girl whose relationship with her hair braider was described in the
chapter has grown up and moved away and no longer wears her hair in corn-
rows. Her father has moved to nearby Cambridge. But one thing has not
changed. The author is still a loyal customer of the Wine Cask, where some of
the same people who first introduced him to cheap Algerian reds in 1978 and
later to the wine-growing regions of France are now helping him to explore
Italy and Germany.

After a quarter of a century, they still have a loyal customer. That loyalty is
no accident. Dan and Steve at the Wine Cask learn the tastes of their customers
and their price ranges. When asked for advice, their response will be based on
their accumulated knowledge of that customer’s tastes and budgets as well as
on their knowledge of their stock.

The people at The Wine Cask know a lot about wine. Although that knowl-
edge is one reason to shop there rather than at a big discount liquor store, it is
their intimate knowledge of each customer that keeps people coming back.
Another wine shop could open across the street and hire a staff of expert
oenophiles, but it would take them months or years to achieve the same level
of customer knowledge.
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Well-run small businesses naturally form learning relationships with their
customers. Over time, they learn more and more about their customers, and
they use that knowledge to serve them better. The result is happy, loyal cus-
tomers and profitable businesses. Larger companies, with hundreds of thou-
sands or millions of customers, do not enjoy the luxury of actual personal
relationships with each one. These larger firms must rely on other means to
form learning relationships with their customers. In particular, they must learn
to take full advantage of something they have in abundance—the data pro-
duced by nearly every customer interaction. This book is about analytic tech-
niques that can be used to turn customer data into customer knowledge.

Analytic Customer Relationship Management

It is widely recognized that firms of all sizes need to learn to emulate what
small, service-oriented businesses have always done well—creating one-to-
one relationships with their customers. Customer relationship management is
a broad topic that is the subject of many books and conferences. Everything
from lead-tracking software to campaign management software to call center
software is now marketed as a customer relationship management tool. The
focus of this book is narrower—the role that data mining can play in improv-
ing customer relationship management by improving the firm’s ability to form
learning relationships with its customers.

In every industry, forward-looking companies are moving toward the goal
of understanding each customer individually and using that understanding to
make it easier for the customer to do business with them rather than with com-
petitors. These same firms are learning to look at the value of each customer so
that they know which ones are worth investing money and effort to hold on to
and which ones should be allowed to depart. This change in focus from broad
market segments to individual customers requires changes throughout the
enterprise, and nowhere more than in marketing, sales, and customer support.

Building a business around the customer relationship is a revolutionary
change for most companies. Banks have traditionally focused on maintaining
the spread between the rate they pay to bring money in and the rate they
charge to lend money out. Telephone companies have concentrated on
connecting calls through the network. Insurance companies have focused on
processing claims and managing investments. It takes more than data mining
to turn a product-focused organization into a customer-centric one. A data
mining result that suggests offering a particular customer a widget instead of
a gizmo will be ignored if the manager’s bonus depends on the number of giz-
mos sold this quarter and not on the number of widgets (even if the latter are
more profitable).
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In the narrow sense, data mining is a collection of tools and techniques. It is
one of several technologies required to support a customer-centric enterprise.
In a broader sense, data mining is an attitude that business actions should be
based on learning, that informed decisions are better than uninformed deci-
sions, and that measuring results is beneficial to the business. Data mining is
also a process and a methodology for applying the tools and techniques. For
data mining to be effective, the other requirements for analytic CRM must also
be in place. In order to form a learning relationship with its customers, a firm
must be able to:

m Notice what its customers are doing
m Remember what it and its customers have done over time
m Learn from what it has remembered

m Act on what it has learned to make customers more profitable

Although the focus of this book is on the third bullet—learning from what
has happened in the past—that learning cannot take place in a vacuum. There
must be transaction processing systems to capture customer interactions, data
warehouses to store historical customer behavior information, data mining to
translate history into plans for future action, and a customer relationship strat-
egy to put those plans into practice.

The Role of Transaction Processing Systems

A small business builds relationships with its customers by noticing their
needs, remembering their preferences, and learning from past interactions how
to serve them better in the future. How can a large enterprise accomplish some-
thing similar when most company employees may never interact personally
with customers? Even where there is customer interaction, it is likely to be with
a different sales clerk or anonymous call-center employee each time, so how
can the enterprise notice, remember, and learn from these interactions? What
can replace the creative intuition of the sole proprietor who recognizes cus-
tomers by name, face, and voice, and remembers their habits and preferences?

In a word, nothing. But that does not mean that we cannot try. Through the
clever application of information technology, even the largest enterprise can
come surprisingly close. In large commercial enterprises, the first step—mnoticing
what the customer does—has already largely been automated. Transaction pro-
cessing systems are everywhere, collecting data on seemingly everything. The
records generated by automatic teller machines, telephone switches, Web
servers, point-of-sale scanners, and the like are the raw material for data mining.

These days, we all go through life generating a constant stream of transac-
tion records. When you pick up the phone to order a canoe paddle from L.L.
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Bean or a satin bra from Victoria’s Secret, a call detail record is generated at the
local phone company showing, among other things, the time of your call, the
number you dialed, and the long-distance company to which you have been
connected. At the long-distance company, similar records are generated
recording the duration of your call and the exact routing it takes through the
switching system. This data will be combined with other records that store
your billing plan, name, and address in order to generate a bill. At the catalog
company, your call is logged again along with information about the particu-
lar catalog from which you ordered and any special promotions you are
responding to. When the customer service representative that answered your
call asks for your credit card number and expiration date, the information is
immediately relayed to a credit card verification system to approve the trans-
action; this too creates a record. All too soon, the transaction reaches the bank
that issued your credit card, where it appears on your next monthly statement.
When your order, with its item number, size, and color, goes into the cata-
loger’s order entry system, it spawns still more records in the billing system
and the inventory control system. Within hours, your order is also generating
transaction records in a computer system at UPS or FedEx where it is scanned
about a dozen times between the warehouse and your home, allowing you to
check the shipper’s Web site to track its progress.

These transaction records are not generated with data mining in mind; they
are created to meet the operational needs of the company. Yet all contain valu-
able information about customers and all can be mined successfully. Phone
companies have used call detail records to discover residential phone numbers
whose calling patterns resemble those of a business in order to market special
services to people operating businesses from their homes. Catalog companies
have used order histories to decide which customers should be included in
which future mailings—and, in the case of Victoria’s secret, which models
produce the most sales. Federal Express used the change in its customers’
shipping patterns during a strike at UPS in order to calculate their share of
their customers’ package delivery business. Supermarkets have used point-of-
sale data in order to decide what coupons to print for which customers. Web
retailers have used past purchases in order to determine what to display when
customers return to the site.

These transaction systems are the customer touch points where information
about customer behavior first enters the enterprise. As such, they are the eyes
and ears (and perhaps the nose, tongue, and fingers) of the enterprise.

The Role of Data Warehousing

The customer-focused enterprise regards every record of an interaction with a
client or prospect—each call to customer support, each point-of-sale transac-
tion, each catalog order, each visit to a company Web site—as a learning
opportunity. But learning requires more than simply gathering data. In fact,
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many companies gather hundreds of gigabytes or terabytes of data from and
about their customers without learning anything! Data is gathered because it
is needed for some operational purpose, such as inventory control or billing.
And, once it has served that purpose, it languishes on disk or tape or is
discarded.

For learning to take place, data from many sources—billing records, scanner
data, registration forms, applications, call records, coupon redemptions,
surveys—must first be gathered together and organized in a consistent and
useful way. This is called data warehousing. Data warehousing allows the enter-
prise to remember what it has noticed about its customers.

m Customer patterns become evident over time. Data warehouses need to
support accurate historical data so that data mining can pick up these critical
trends.

One of the most important aspects of the data warehouse is the capability to
track customer behavior over time. Many of the patterns of interest for customer
relationship management only become apparent over time. Is usage trending up
or down? How frequently does the customer return? Which channels does the
customer prefer? Which promotions does the customer respond to?

A number of years ago, a large catalog retailer discovered the importance of
retaining historical customer behavior data when they first started keeping
more than a year’s worth of history on their catalog mailings and the
responses they generated from customers. What they discovered was a seg-
ment of customers that only ordered from the catalog at Christmas time. With
knowledge of that segment, they had choices as to what to do. They could try
to come up with a way to stimulate interest in placing orders the rest of the
year. They could improve their overall response rate by not mailing to this seg-
ment the rest of the year. Without some further experimentation, it is not clear
what the right answer is, but without historical data, they would never have
known to ask the question.

A good data warehouse provides access to the information gleaned from
transactional data in a format that is much friendlier than the way it is stored
in the operational systems where the data originated. Ideally, data in the ware-
house has been gathered from many sources, cleaned, merged, tied to particu-
lar customers, and summarized in various useful ways. Reality often falls
short of this ideal, but the corporate data warehouse is still the most important
source of data for analytic customer relationship management.

The Role of Data Mining

The data warehouse provides the enterprise with a memory. But, memory is of
little use without intelligence. Intelligence allows us to comb through our mem-
ories, noticing patterns, devising rules, coming up with new ideas, figuring out
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the right questions, and making predictions about the future. This book
describes tools and techniques that add intelligence to the data warehouse.
These techniques help make it possible to exploit the vast mountains of data
generated by interactions with customers and prospects in order to get to know
them better.

Who is likely to remain a loyal customer and who is likely to jump ship?
What products should be marketed to which prospects? What determines
whether a person will respond to a certain offer? Which telemarketing script is
best for this call? Where should the next branch be located? What is the next
product or service this customer will want? Answers to questions like these lie
buried in corporate data. It takes powerful data mining tools to get at them.

The central idea of data mining for customer relationship management is
that data from the past contains information that will be useful in the future. It
works because customer behaviors captured in corporate data are not random,
but reflect the differing needs, preferences, propensities, and treatments of
customers. The goal of data mining is to find patterns in historical data that
shed light on those needs, preferences, and propensities. The task is made dif-
ficult by the fact that the patterns are not always strong, and the signals sent by
customers are noisy and confusing. Separating signal from noise—recognizing
the fundamental patterns beneath seemingly random variations—is an impor-
tant role of data mining.

This book covers all the most important data mining techniques and the
strengths and weaknesses of each in the context of customer relationship
management.

The Role of the Customer Relationship
Management Strategy

To be effective, data mining must occur within a context that allows an organi-
zation to change its behavior as a result of what it learns. It is no use knowing
that wireless telephone customers who are on the wrong rate plan are likely to
cancel their subscriptions if there is no one empowered to propose that they
switch to a more appropriate plan as suggested in the sidebar. Data mining
should be embedded in a corporate customer relationship strategy that spells
out the actions to be taken as a result of what is learned through data mining.
When low-value customers are identified, how will they be treated? Are there
programs in place to stimulate their usage to increase their value? Or does it
make more sense to lower the cost of serving them? If some channels consis-
tently bring in more profitable customers, how can resources be shifted to
those channels?

Data mining is a tool. As with any tool, it is not sufficient to understand how
it works; it is necessary to understand how it will be used.
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DATA MINING SUGGESTS, BUSINESSES DECIDE

This sidebar explores the example from the main text in slightly more detail. An
analysis of attrition at a wireless telephone service provider often reveals that
people whose calling patterns do not match their rate plan are more likely to
cancel their subscriptions. People who use more than the number of minutes
included in their plan are charged for the extra minutes—often at a high rate.
People who do not use their full allotment of minutes are paying for minutes
they do not use and are likely to be attracted to a competitor’s offer of a
cheaper plan.

This result suggests doing something proactive to move customers to the
right rate plan. But this is not a simple decision. As long as they don't quit,
customers on the wrong rate plan are more profitable if left alone. Further
analysis may be needed. Perhaps there is a subset of these customers who are
not price sensitive and can be safely left alone. Perhaps any intervention will
simply hand customers an opportunity to cancel. Perhaps a small “rightsizing”
test can help resolve these issues. Data mining can help make more informed
decisions. It can suggest tests to make. Ultimately, though, the business needs
to make the decision.

What Is Data Mining?

Data mining, as we use the term, is the exploration and analysis of large quan-
tities of data in order to discover meaningful patterns and rules. For the pur-
poses of this book, we assume that the goal of data mining is to allow a
corporation to improve its marketing, sales, and customer support operations
through a better understanding of its customers. Keep in mind, however, that
the data mining techniques and tools described here are equally applicable in
fields ranging from law enforcement to radio astronomy, medicine, and indus-
trial process control.

In fact, hardly any of the data mining algorithms were first invented with
commercial applications in mind. The commercial data miner employs a grab
bag of techniques borrowed from statistics, computer science, and machine
learning research. The choice of a particular combination of techniques to
apply in a particular situation depends on the nature of the data mining task,
the nature of the available data, and the skills and preferences of the data
miner.

Data mining comes in two flavors—directed and undirected. Directed data
mining attempts to explain or categorize some particular target field such as
income or response. Undirected data mining attempts to find patterns or
similarities among groups of records without the use of a particular target field
or collection of predefined classes. Both these flavors are discussed in later
chapters.
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Data mining is largely concerned with building models. A model is simply
an algorithm or set of rules that connects a collection of inputs (often in the
form of fields in a corporate database) to a particular target or outcome.
Regression, neural networks, decision trees, and most of the other data mining
techniques discussed in this book are techniques for creating models. Under
the right circumstances, a model can result in insight by providing an
explanation of how outcomes of particular interest, such as placing an order or
failing to pay a bill, are related to and predicted by the available facts. Models
are also used to produce scores. A score is a way of expressing the findings of a
model in a single number. Scores can be used to sort a list of customers from
most to least loyal or most to least likely to respond or most to least likely to
default on a loan.

The data mining process is sometimes referred to as knowledge discovery or
KDD (knowledge discovery in databases). We prefer to think of it as knowledge
creation.

What Tasks Can Be Performed with Data Mining?

Many problems of intellectual, economic, and business interest can be phrased
in terms of the following six tasks:

Classification
Estimation

Prediction

|

-

|

m Affinity grouping
m Clustering

|

Description and profiling

The first three are all examples of directed data mining, where the goal is to
find the value of a particular target variable. Affinity grouping and clustering
are undirected tasks where the goal is to uncover structure in data without
respect to a particular target variable. Profiling is a descriptive task that may
be either directed or undirected.

Classification

Classification, one of the most common data mining tasks, seems to be a
human imperative. In order to understand and communicate about the world,
we are constantly classifying, categorizing, and grading. We divide living
things into phyla, species, and general; matter into elements; dogs into breeds;
people into races; steaks and maple syrup into USDA grades.
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Classification consists of examining the features of a newly presented object
and assigning it to one of a predefined set of classes. The objects to be classified
are generally represented by records in a database table or a file, and the act of
classification consists of adding a new column with a class code of some kind.

The classification task is characterized by a well-defined definition of the
classes, and a training set consisting of preclassified examples. The task is to
build a model of some kind that can be applied to unclassified data in order to
classify it.

Examples of classification tasks that have been addressed using the tech-
niques described in this book include:

m Classifying credit applicants as low, medium, or high risk
Choosing content to be displayed on a Web page
Determining which phone numbers correspond to fax machines

L]
-
m Spotting fraudulent insurance claims

m Assigning industry codes and job designations on the basis of free-text
job descriptions

In all of these examples, there are a limited number of classes, and we expect
to be able to assign any record into one or another of them. Decision trees (dis-
cussed in Chapter 6) and nearest neighbor techniques (discussed in Chapter 8)
are techniques well suited to classification. Neural networks (discussed in
Chapter 7) and link analysis (discussed in Chapter 10) are also useful for clas-
sification in certain circumstances.

Estimation

Classification deals with discrete outcomes: yes or no; measles, rubella, or
chicken pox. Estimation deals with continuously valued outcomes. Given
some input data, estimation comes up with a value for some unknown contin-
uous variable such as income, height, or credit card balance.

In practice, estimation is often used to perform a classification task. A credit
card company wishing to sell advertising space in its billing envelopes to a ski
boot manufacturer might build a classification model that put all of its card-
holders into one of two classes, skier or nonskier. Another approach is to build
a model that assigns each cardholder a “propensity to ski score.” This might
be a value from 0 to 1 indicating the estimated probability that the cardholder
is a skier. The classification task now comes down to establishing a threshold
score. Anyone with a score greater than or equal to the threshold is classed as
a skier, and anyone with a lower score is considered not to be a skier.

The estimation approach has the great advantage that the individual records
can be rank ordered according to the estimate. To see the importance of this,
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imagine that the ski boot company has budgeted for a mailing of 500,000

pieces. If the classification approach is used and 1.5 million skiers are identi-

fied, then it might simply place the ad in the bills of 500,000 people selected at

random from that pool. If, on the other hand, each cardholder has a propensity

to ski score, it can send the ad to the 500,000 most likely candidates.
Examples of estimation tasks include:

Estimating the number of children in a family
Estimating a family’s total household income

-
|
m Estimating the lifetime value of a customer

m Estimating the probability that someone will respond to a balance
transfer solicitation.

Regression models (discussed in Chapter 5) and neural networks (discussed
in Chapter 7) are well suited to estimation tasks. Survival analysis (Chapter 12)
is well suited to estimation tasks where the goal is to estimate the time to an
event, such as a customer stopping.

Prediction

Prediction is the same as classification or estimation, except that the records
are classified according to some predicted future behavior or estimated future
value. In a prediction task, the only way to check the accuracy of the classifi-
cation is to wait and see. The primary reason for treating prediction as a sepa-
rate task from classification and estimation is that in predictive modeling there
are additional issues regarding the temporal relationship of the input variables
or predictors to the target variable.

Any of the techniques used for classification and estimation can be adapted
for use in prediction by using training examples where the value of the vari-
able to be predicted is already known, along with historical data for those
examples. The historical data is used to build a model that explains the current
observed behavior. When this model is applied to current inputs, the result is
a prediction of future behavior.

Examples of prediction tasks addressed by the data mining techniques dis-
cussed in this book include:

m Predicting the size of the balance that will be transferred if a credit card
prospect accepts a balance transfer offer

m Predicting which customers will leave within the next 6 months

m Predicting which telephone subscribers will order a value-added ser-
vice such as three-way calling or voice mail

Most of the data mining techniques discussed in this book are suitable for
use in prediction so long as training data is available in the proper form. The



Why and What Is Data Mining?

choice of technique depends on the nature of the input data, the type of value
to be predicted, and the importance attached to explicability of the prediction.

Affinity Grouping or Association Rules

The task of affinity grouping is to determine which things go together. The
prototypical example is determining what things go together in a shopping
cart at the supermarket, the task at the heart of market basket analysis. Retail
chains can use affinity grouping to plan the arrangement of items on store
shelves or in a catalog so that items often purchased together will be seen
together.

Affinity grouping can also be used to identify cross-selling opportunities
and to design attractive packages or groupings of product and services.

Affinity grouping is one simple approach to generating rules from data. If
two items, say cat food and kitty litter, occur together frequently enough, we
can generate two association rules:

m People who buy cat food also buy kitty litter with probability P1.
m People who buy Kkitty litter also buy cat food with probability P2.

Association rules are discussed in detail in Chapter 9.

Clustering

Clustering is the task of segmenting a heterogeneous population into a num-
ber of more homogeneous subgroups or clusters. What distinguishes cluster-
ing from classification is that clustering does not rely on predefined classes. In
classification, each record is assigned a predefined class on the basis of a model
developed through training on preclassified examples.

In clustering, there are no predefined classes and no examples. The records
are grouped together on the basis of self-similarity. It is up to the user to deter-
mine what meaning, if any, to attach to the resulting clusters. Clusters of
symptoms might indicate different diseases. Clusters of customer attributes
might indicate different market segments.

Clustering is often done as a prelude to some other form of data mining or
modeling. For example, clustering might be the first step in a market segmen-
tation effort: Instead of trying to come up with a one-size-fits-all rule for “what
kind of promotion do customers respond to best,” first divide the customer
base into clusters or people with similar buying habits, and then ask what kind
of promotion works best for each cluster. Cluster detection is discussed in
detail in Chapter 11. Chapter 7 discusses self-organizing maps, another tech-
nique sometimes used for clustering.
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Profiling

Sometimes the purpose of data mining is simply to describe what is going on
in a complicated database in a way that increases our understanding of the
people, products, or processes that produced the data in the first place. A good
enough description of a behavior will often suggest an explanation for it as well.
At the very least, a good description suggests where to start looking for an
explanation. The famous gender gap in American politics is an example of
how a simple description, “women support Democrats in greater numbers
than do men,” can provoke large amounts of interest and further study on the
part of journalists, sociologists, economists, and political scientists, not to
mention candidates for public office.

Decision trees (discussed in Chapter 6) are a powerful tool for profiling
customers (or anything else) with respect to a particular target or outcome.
Association rules (discussed in Chapter 9) and clustering (discussed in
Chapter 11) can also be used to build profiles.

Why Now?

Most of the data mining techniques described in this book have existed, at
least as academic algorithms, for years or decades. However, it is only in the
last decade that commercial data mining has caught on in a big way. This is
due to the convergence of several factors:

m The data is being produced.

m The data is being warehoused.

m Computing power is affordable.

m Interest in customer relationship management is strong.

m Commercial data mining software products are readily available.

Let’s look at each factor in turn.

Data Is Being Produced

Data mining makes the most sense when there are large volumes of data. In
fact, most data mining algorithms require large amounts of data in order to
build and train the models that will then be used to perform classification, pre-
diction, estimation, or other data mining tasks.

A few industries, including telecommunications and credit cards, have long
had an automated, interactive relationship with customers that generated
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many transaction records, but it is only relatively recently that the automation
of everyday life has become so pervasive. Today, the rise of supermarket point-
of-sale scanners, automatic teller machines, credit and debit cards, pay-
per-view television, online shopping, electronic funds transfer, automated
order processing, electronic ticketing, and the like means that data is being
produced and collected at unprecedented rates.

Data Is Being Warehoused

Not only is a large amount of data being produced, but also, more and more
often, it is being extracted from the operational billing, reservations, claims
processing, and order entry systems where it is generated and then fed into a
data warehouse to become part of the corporate memory.

Data warehousing brings together data from many different sources in a
common format with consistent definitions for keys and fields. It is generally
not possible (and certainly not advisable) to perform computer- and input/
output (I/O)-intensive data mining operations on an operational system that
the business depends on to survive. In any case, operational systems store data
in a format designed to optimize performance of the operational task. This for-
mat is generally not well suited to decision-support activities like data mining.
The data warehouse, on the other hand, should be designed exclusively for
decision support, which can simplify the job of the data miner.

Computing Power Is Affordable

Data mining algorithms typically require multiple passes over huge quantities
of data. Many are computationally intensive as well. The continuing dramatic
decrease in prices for disk, memory, processing power, and 1/O bandwidth
has brought once-costly techniques that were used only in a few government-
funded laboratories into the reach of ordinary businesses.

The successful introduction of parallel relational database management
software by major suppliers such as Oracle, Teradata, and IBM, has brought
the power of parallel processing into many corporate data centers for the first
time. These parallel database server platforms provide an excellent environ-
ment for large-scale data mining.

Interest in Customer Relationship Management Is Strong

Across a wide spectrum of industries, companies have come to realize that
their customers are central to their business and that customer information is
one of their key assets.
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Every Business Is a Service Business

For companies in the service sector, information confers competitive advan-
tage. That is why hotel chains record your preference for a nonsmoking room
and car rental companies record your preferred type of car. In addition, com-
panies that have not traditionally thought of themselves as service providers
are beginning to think differently. Does an automobile dealer sell cars or trans-
portation? If the latter, it makes sense for the dealership to offer you a loaner
car whenever your own is in the shop, as many now do.

Even commodity products can be enhanced with service. A home heating
oil company that monitors your usage and delivers oil when you need more,
sells a better product than a company that expects you to remember to call to
arrange a delivery before your tank runs dry and the pipes freeze. Credit card
companies, long-distance providers, airlines, and retailers of all kinds often
compete as much or more on service as on price.

Information Is a Product

Many companies find that the information they have about their customers is
valuable not only to themselves, but to others as well. A supermarket with a
loyalty card program has something that the consumer packaged goods indus-
try would love to have—knowledge about who is buying which products. A
credit card company knows something that airlines would love to know—who
is buying a lot of airplane tickets. Both the supermarket and the credit card
company are in a position to be knowledge brokers or infomediaries. The super-
market can charge consumer packaged goods companies more to print
coupons when the supermarkets can promise higher redemption rates by
printing the right coupons for the right shoppers. The credit card company can
charge the airlines to target a frequent flyer promotion to people who travel a
lot, but fly on other airlines.

Google knows what people are looking for on the Web. It takes advantage of
this knowledge by selling sponsored links. Insurance companies pay to make
sure that someone searching on “car insurance” will be offered a link to their
site. Financial services pay for sponsored links to appear when someone
searches on the phrase “mortgage refinance.”

In fact, any company that collects valuable data is in a position to become an
information broker. The Cedar Rapids Gazette takes advantage of its dominant
position in a 22-county area of Eastern Iowa to offer direct marketing services
to local businesses. The paper uses its own obituary pages and wedding
announcements to keep its marketing database current.
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Commercial Data Mining Software Products
Have Become Available

There is always a lag between the time when new algorithms first appear in
academic journals and excite discussion at conferences and the time when
commercial software incorporating those algorithms becomes available. There
is another lag between the initial availability of the first products and the time
that they achieve wide acceptance. For data mining, the period of widespread
availability and acceptance has arrived.

Many of the techniques discussed in this book started out in the fields of
statistics, artificial intelligence, or machine learning. After a few years in uni-
versities and government labs, a new technique starts to be used by a few early
adopters in the commercial sector. At this point in the evolution of a new tech-
nique, the software is typically available in source code to the intrepid user
willing to retrieve it via FIP, compile it, and figure out how to use it by read-
ing the author’s Ph.D. thesis. Only after a few pioneers become successful with
a new technique, does it start to appear in real products that come with user’s
manuals and help lines.

Nowadays, new techniques are being developed; however, much work is
also devoted to extending and improving existing techniques. All the tech-
niques discussed in this book are available in commercial software products,
although there is no single product that incorporates all of them.

How Data Mining Is Being Used Today

This whirlwind tour of a few interesting applications of data mining is
intended to demonstrate the wide applicability of the data mining techniques
discussed in this book. These vignettes are intended to convey something of
the excitement of the field and possibly suggest ways that data mining could
be profitably employed in your own work.

A Supermarket Becomes an Information Broker

Thanks to point-of-sale scanners that record every item purchased and loyalty
card programs that link those purchases to individual customers, supermar-
kets are in a position to notice a lot about their customers these days.

Safeway was one of the first U.S. supermarket chains to take advantage of
this technology to turn itself into an information broker. Safeway purchases
address and demographic data directly from its customers by offering them
discounts in return for using loyalty cards when they make purchases. In order
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to obtain the card, shoppers voluntarily divulge personal information of the
sort that makes good input for actionable customer insight.

From then on, each time the shopper presents the discount card, his or her
transaction history is updated in a data warehouse somewhere. With every
trip to the store, shoppers teach the retailer a little more about themselves. The
supermarket itself is probably more interested in aggregate patterns (what
items sell well together, what should be shelved together) than in the behavior
of individual customers. The information gathered on individuals is of great
interest to the manufacturers of the products that line the stores’ aisles.

Of course, the store assures the customers that the information thus collected
will be kept private and it is. Rather than selling Coca-Cola a list of frequent
Pepsi buyers and vice versa, the chain sells access to customers who, based on
their known buying habits and the data they have supplied, are likely prospects
for a particular supplier’s product. Safeway charges several cents per name to
suppliers who want their coupon or special promotional offer to reach just the
right people. Since the coupon redemption also becomes an entry in the shop-
per’s transaction history file, the precise response rate of the targeted group is a
matter of record. Furthermore, a particular customer’s response or lack thereof
to the offer becomes input data for future predictive models.

American Express and other charge card suppliers do much the same thing,
selling advertising space in and on their billing envelopes. The price they can
charge for space in the envelope is directly tied to their ability to correctly iden-
tify people likely to respond to the ad. That is where data mining comes in.

A Recommendation-Based Business

Virgin Wines sells wine directly to consumers in the United Kingdom through
its Web site, www.virginwines.com. New customers are invited to complete a
survey, “the wine wizard,” when they first visit the site. The wine wizard asks
each customer to rate various styles of wines. The ratings are used to create a
profile of the customer’s tastes. During the course of building the profile, the
wine wizard makes some trial recommendations, and the customer has a
chance to agree or disagree with them in order to refine the profile. When the
wine wizard has been completed, the site knows enough about the customer
to start making recommendations.

Over time, the site keeps track of what each customer actually buys and uses
this information to update his or her customer profile. Customers can update
their profiles by redoing the wine wizard at any time. They can also browse
through their own past purchases by clicking on the “my cellar” tab. Any wine
a customer has ever purchased or rated on the site is in the cellar. Customers
may rate or rerate their past purchases at any time, providing still more feed-
back to the recommendation system. With these recommendations, the web
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site can offer customers new wines that they should like, emulating the way
that the stores like the Wine Cask have built loyal customer relationships.

Cross-Selling

USAA is an insurance company that markets to active duty and retired mili-
tary personnel and their families. The company attributes information-based
marketing, including data mining, with a doubling of the number of products
held by the average customer. USAA keeps detailed records on its customers
and uses data mining to predict where they are in their life cycles and what
products they are likely to need.

Another company that has used data mining to improve its cross-selling
ability is Fidelity Investments. Fidelity maintains a data warehouse filled with
information on all of its retail customers. This information is used to build data
mining models that predict what other Fidelity products are likely to interest
each customer. When an existing customer calls Fidelity, the phone represen-
tative’s screen shows exactly where to lead the conversation.

In addition to improving the company’s ability to cross-sell, Fidelity’s retail
marketing data warehouse has allowed the financial services powerhouse to
build models of what makes a loyal customer and thereby increase customer
retention. Once upon a time, these models caused Fidelity to retain a margin-
ally profitable bill-paying service that would otherwise have been cut. It
turned out that people who used the service were far less likely than the aver-
age customer to take their business to a competitor. Cutting the service would
have encouraged a profitable group of loyal customers to shop around.

A central tenet of customer relationship management is that it is more prof-
itable to focus on “wallet share” or “customer share,” the amount of business
you can do with each customer, than on market share. From financial services
to heavy manufacturing, innovative companies are using data mining to
increase the value of each customer.

Holding on to Good Customers

Data mining is being used to promote customer retention in any industry
where customers are free to change suppliers at little cost and competitors are
eager to lure them away. Banks call it attrition. Wireless phone companies call
it churn. By any name, it is a big problem. By gaining an understanding of who
is likely to leave and why, a retention plan can be developed that addresses the
right issues and targets the right customers.

In a mature market, bringing in a new customer tends to cost more than
holding on to an existing one. However, the incentive offered to retain a cus-
tomer is often quite expensive. Data mining is the key to figuring out which
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customers should get the incentive, which customers will stay without the
incentive, and which customers should be allowed to walk.

Weeding out Bad Customers

In many industries, some customers cost more than they are worth. These
might be people who consume a lot of customer support resources without
buying much. Or, they might be those annoying folks who carry a credit card
they rarely use, are sure to pay off the full balance when they do, but must still
be mailed a statement every month. Even worse, they might be people who
owe you a lot of money when they declare bankruptcy.

The same data mining techniques that are used to spot the most valuable
customers can also be used to pick out those who should be turned down for
a loan, those who should be allowed to wait on hold the longest time, and
those who should always be assigned a middle seat near the engine (or is that
just our paranoia showing?).

Revolutionizing an Industry

In 1988, the idea that a credit card issuer’s most valuable asset is the informa-
tion it has about its customers was pretty revolutionary. It was an idea that
Richard Fairbank and Nigel Morris shopped around to 25 banks before Signet
Banking Corporation decided to give it a try.

Signet acquired behavioral data from many sources and used it to build pre-
dictive models. Using these models, it launched the highly successful balance
transfer program that changed the way the credit card industry works. In 1994,
Signet spun off the card operation as Capital One, which is now one of the top
10 credit card issuers. The same aggressive use of data mining technology that
fueled such rapid growth is also responsible for keeping Capital One’s loan
loss rates among the lowest in the industry. Data mining is now at the heart of
the marketing strategy of all the major credit card issuers.

Credit card divisions may have led the charge of banks into data mining, but
other divisions are not far behind. At Wachovia, a large North Carolina-based
bank, data mining techniques are used to predict which customers are likely to
be moving soon. For most people, moving to a new home in another town
means closing the old bank account and opening a new one, often with a
different company. Wachovia set out to improve retention by identifying
customers who are about to move and making it easy for them to transfer their
business to another Wachovia branch in the new location. Not only has reten-
tion improved markedly, but also a profitable relocation business has devel-
oped. In addition to setting up a bank account, Wachovia now arranges for
gas, electricity, and other services at the new location.
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And Just about Anything Else

These applications should give you a feel for what is possible using data min-
ing, but they do not come close to covering the full range of applications. The
data mining techniques described in this book have been used to find quasars,
design army uniforms, detect second-press olive oil masquerading as “extra
virgin,” teach machines to read aloud, and recognize handwritten letters. They
will, no doubt, be used to do many of the things your business will require to
grow and prosper for the rest of the century. In the next chapter, we turn to
how businesses make effective use of data mining, using the virtuous cycle of
data mining.

Lessons Learned

Data Mining is an important component of analytic customer relationship
management. The goal of analytic customer relationship management is to
recreate, to the extent possible, the intimate, learning relationship that a well-
run small business enjoys with its customers. A company’s interactions with
its customers generates large volumes of data. This data is initially captured in
transaction processing systems such as automatic teller machines, telephone
switch records, and supermarket scanner files. The data can then be collected,
cleaned, and summarized for inclusion in a customer data warehouse. A well-
designed customer data warehouse contains a historical record of customer
interactions that becomes the memory of the corporation. Data mining tools
can be applied to this historical record to learn things about customers that
will allow the company to serve them better in the future. The chapter pre-
sented several examples of commercial applications of data mining such as
better targeted couponing, making recommendations, cross selling, customer
retention, and credit risk reduction.

Data mining itself is the process of finding useful patterns and rules in large
volumes of data. This chapter introduced and defined six common data min-
ing tasks: classification, estimation, prediction, affinity grouping, clustering,
and profiling. The remainder of the book examines a variety of data mining
algorithms and techniques that can be applied to these six tasks. To be suc-
cessful, these techniques must become integral parts of a larger business
process. That integration is the subject of the next chapter, The Virtuous Cycle of
Data Mining.






The Virtuous Cycle
of Data Mining

In the first part of the nineteenth century, textile mills were the industrial suc-
cess stories. These mills sprang up in the growing towns and cities along rivers
in England and New England to harness hydropower. Water, running over
water wheels, drove spinning, knitting, and weaving machines. For a century,
the symbol of the industrial revolution was water driving textile machines.

The business world has changed. Old mill towns are now quaint historical
curiosities. Long mill buildings alongside rivers are warehouses, shopping
malls, artist studios and computer companies. Even manufacturing companies
often provide more value in services than in goods. We were struck by an ad
campaign by a leading international cement manufacturer, Cemex, that pre-
sented concrete as a service. Instead of focusing on the quality of cement, its
price, or availability, the ad pictured a bridge over a river and sold the idea that
“cement” is a service that connects people by building bridges between them.
Concrete as a service? A very modern idea.

Access to electrical or mechanical power is no longer the criterion for suc-
cess. For mass-market products, data about customer interactions is the new
waterpower; knowledge drives the turbines of the service economy and, since
the line between service and manufacturing is getting blurry, much of the
manufacturing economy as well. Information from data focuses marketing
efforts by segmenting customers, improves product designs by addressing
real customer needs, and improves allocation of resources by understanding
and predicting customer preferences.

21
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Data is at the heart of most companies’ core business processes. It is generated
by transactions in operational systems regardless of industry—retail, telecom-
munications, manufacturing, utilities, transportation, insurance, credit cards, and
banking, for example. Adding to the deluge of internal data are external sources
of demographic, lifestyle, and credit information on retail customers, and credit,
financial, and marketing information on business customers. The promise of data
mining is to find the interesting patterns lurking in all these billions and trillions
of bytes. Merely finding patterns is not enough. You must respond to the patterns
and act on them, ultimately turning data into information, information into action, and
action into value. This is the virtuous cycle of data mining in a nutshell.

To achieve this promise, data mining needs to become an essential business
process, incorporated into other processes including marketing, sales, cus-
tomer support, product design, and inventory control. The virtuous cycle
places data mining in the larger context of business, shifting the focus away
from the discovery mechanism to the actions based on the discoveries.
Throughout this chapter and this book, we will be talking about actionable
results from data mining (and this usage of “actionable” should not be con-
fused with its definition in the legal domain, where it means that some action
has grounds for legal action).

Marketing literature makes data mining seem so easy. Just apply the auto-
mated algorithms created by the best minds in academia, such as neural net-
works, decision trees, and genetic algorithms, and you are on your way to
untold successes. Although algorithms are important, the data mining solu-
tion is more than just a set of powerful techniques and data structures. The
techniques have to be applied in the right areas, on the right data. The virtuous
cycle of data mining is an iterative learning process that builds on results over
time. Success in using data will transform an organization from reactive to
proactive. This is the virtuous cycle of data mining, used by the authors for
extracting maximum benefit from the techniques described later in the book.

This chapter opens with a brief case history describing an actual example of
the application of data mining techniques to a real business problem. The case
study is used to introduce the virtuous cycle of data mining. Data mining is
presented as an ongoing activity within the business with the results of one
data mining project becoming inputs to the next. Each project goes through
four major stages, which together form one trip around the virtuous cycle.
Once these stages have been introduced, they are illustrated with additional
case studies.

A Case Study in Business Data Mining

Once upon a time, there was a bank that had a business problem. One particu-
lar line of business, home equity lines of credit, was failing to attract good cus-
tomers. There are several ways that a bank can attack this problem.
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The bank could, for instance, lower interest rates on home equity loans. This
would bring in more customers and increase market share at the expense of
lowered margins. Existing customers might switch to the lower rates, further
depressing margins. Even worse, assuming that the initial rates were reason-
ably competitive, lowering the rates might bring in the worst customers—the
disloyal. Competitors can easily lure them away with slightly better terms.
The sidebar “Making Money or Losing Money” talks about the problems of
retaining loyal customers.

In this example, Bank of America was anxious to expand its portfolio of
home equity loans after several direct mail campaigns yielded disappointing
results. The National Consumer Assets Group (NCAG) decided to use data
mining to attack the problem, providing a good introduction to the virtuous
cycle of data mining. (We would like to thank Larry Scroggins for allowing us
to use material from a Bank of America Case Study he wrote. We also benefited
from conversations with Bob Flynn, Lounette Dyer, and Jerry Modes, who at
the time worked for Hyperparallel.)

Identifying the Business Challenge

BofA needed to do a better job of marketing home equity loans to customers.
Using common sense and business consultants, they came up with these
insights:

m People with college-age children want to borrow against their home
equity to pay tuition bills.

m People with high but variable incomes want to use home equity to
smooth out the peaks and valleys in their income.

MAKING MONEY OR LOSING MONEY?

Home equity loans generate revenue for banks from interest payments on the
loans, but sometimes companies grapple with services that lose money. As an
example, Fidelity Investments once put its bill-paying service on the chopping
block because this service consistently lost money. Some last-minute analysis
saved it, though, by showing that Fidelity’s most loyal and most profitable
customers used the bill paying service; although the bill paying service lost
money, Fidelity made much more money on these customers’ other accounts.
After all, customers that trust their financial institution to pay their bills have
a very high level of trust in that institution.

Cutting such value-added services may inadvertently exacerbate the
profitability problem by causing the best customers to look elsewhere for
better service.
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Marketing literature for the home equity line product reflected this view of
the likely customer, as did the lists drawn up for telemarketing. These insights
led to the disappointing results mentioned earlier.

Applying Data Mining

BofA worked with data mining consultants from Hyperparallel (then a data
mining tool vendor that has since been absorbed into Yahoo!) to bring a range
of data mining techniques to bear on the problem. There was no shortage of
data. For many years, BofA had been storing data on its millions of retail cus-
tomers in a large relational database on a powerful parallel computer from
NCR/Teradata. Data from 42 systems of record was cleansed, transformed,
aligned, and then fed into the corporate data warehouse. With this system,
BofA could see all the relationships each customer maintained with the bank.

This historical database was truly worthy of the name—some records dating
back to 1914! More recent customer records had about 250 fields, including
demographic fields such as income, number of children, and type of home, as
well as internal data. These customer attributes were combined into a customer
signature, which was then analyzed using Hyperparallel’s data mining tools.

A decision tree derived rules to classify existing bank customers as likely or
unlikely to respond to a home equity loan offer. The decision tree, trained on
thousands of examples of customers who had obtained the product and thou-
sands who had not, eventually learned rules to tell the difference between
them. Once the rules were discovered, the resulting model was used to add yet
another attribute to each prospect’s record. This attribute, the “good prospect”
flag, was generated by a data mining model.

Next, a sequential pattern-finding tool was used to determine when cus-
tomers were most likely to want a loan of this type. The goal of this analysis
was to discover a sequence of events that had frequently preceded successful
solicitations in the past.

Finally, a clustering tool was used to automatically segment the customers
into groups with similar attributes. At one point, the tool found 14 clusters
of customers, many of which did not seem particularly interesting. One clus-
ter, however, was very interesting indeed. This cluster had two intriguing
properties:

m 39 percent of the people in the cluster had both business and personal
accounts.

m This cluster accounted for over a quarter of the customers who had
been classified by the decision tree as likely responders to a home
equity loan offer.

This data suggested to inquisitive data miners that people might be using
home equity loans to start businesses.
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Acting on the Results

With this new understanding, NCAG teamed with the Retail Banking Division
and did what banks do in such circumstances: they sponsored market research
to talk to customers. Now, the bank had one more question to ask: “Will the
proceeds of the loan be used to start a business?” The results from the market
research confirmed the suspicions aroused by data mining, so NCAG changed
the message and targeting on their marketing of home equity loans.

Incidentally, market research and data mining are often used for similar
ends—to gain a better understanding of customers. Although powerful, mar-
ket research has some shortcomings:

m Responders may not be representative of the population as a whole.
That is, the set of responders may be biased, particularly by where past
marketing efforts were focused, and hence form what is called an
opportunistic sample.

m Customers (particularly dissatisfied customers and former customers)
have little reason to be helpful or honest.

m For any given action, there may be an accumulation of reasons. For
instance, banking customers may leave because a branch closed, the
bank bounced a check, and they had to wait too long at ATMs. Market
research may pick up only the proximate cause, although the sequence
is more significant.

Despite these shortcomings, talking to customers and former customers
provides insights that cannot be provided in any other way. This example with
BofA shows that the two methods are compatible.

m When doing market research on existing customers, it is a good idea to
use data mining to take into account what is already known about them.

Measuring the Effects

As a result of the new campaign, Bank of America saw the response rate for
home equity campaigns jump from 0.7 percent to 7 percent. According to Dave
McDonald, vice president of the group, the strategic implications of data mining
are nothing short of the transformation of the retail side of the bank from a mass-
marketing institution to a learning institution. “We want to get to the point
where we are constantly executing marketing programs—not just quarterly mail-
ings, but programs on a consistent basis.” He has a vision of a closed-loop mar-
keting process where operational data feeds a rapid analysis process that leads
to program creation for execution and testing, which in turn generates addi-
tional data to rejuvenate the process. In short, the virtuous cycle of data mining.
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What Is the Virtuous Cycle?

The BofA example shows the virtuous cycle of data mining in practice. Figure 2.1
shows the four stages:

1. Identifying the business problem.

2. Mining data to transform the data into actionable information.
3. Acting on the information.
4

. Measuring the results.

Transform data
into actionable information
using data mining techniques.

=
Identify
business opportunities
where analyzing data on the information.

can provide value.
6 7 8 9l 10!

'II 2| JI II SI I I I I I

Measure the results
of the efforts to complete
the learning cycle.
Figure 2.1 The virtuous cycle of data mining focuses on business results, rather than just
exploiting advanced techniques.
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As these steps suggest, the key to success is incorporating data mining into
business processes and being able to foster lines of communication between
the technical data miners and the business users of the results.

Identify the Business Opportunity

The virtuous cycle of data mining starts with identifying the right business
opportunities. Unfortunately, there are too many good statisticians and compe-
tent analysts whose work is essentially wasted because they are solving prob-
lems that don’t help the business. Good data miners want to avoid this situation.

Avoiding wasted analytic effort starts with a willingness to act on the
results. Many normal business processes are good candidates for data mining;:

Planning for a new product introduction
Planning direct marketing campaigns

||
|
m Understanding customer attrition/churn
|

Evaluating results of a marketing test

These are examples of where data mining can enhance existing business
efforts, by allowing business managers to make more informed decisions—by
targeting a different group, by changing messaging, and so on.

To avoid wasting analytic effort, it is also important to measure the impact
of whatever actions are taken in order to judge the value of the data mining
effort itself. If we cannot measure the results of mining the data, then we can-
not learn from the effort and there is no virtuous cycle.

Measurements of past efforts and ad hoc questions about the business also
suggest data mining opportunities:

m What types of customers responded to the last campaign?

m Where do the best customers live?

m Are long waits at automated tellers a cause of customers’ attrition?
m Do profitable customers use customer support?
|

What products should be promoted with Clorox bleach?

Interviewing business experts is another good way to get started. Because
people on the business side may not be familiar with data mining, they
may not understand how to act on the results. By explaining the value of data
mining to an organization, such interviews provide a forum for two-way
communication.

We once participated in a series of interviews at a telecommunications com-
pany to discuss the value of analyzing call detail records (records of completed
calls made by each customer). During one interview, the participants were
slow in understanding how this could be useful. Then, a colleague pointed out
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that lurking inside their data was information on which customers used fax
machines at home (the details of this are discussed in Chapter 10 on Link
Analysis). Click! Fax machine usage would be a good indicator of who was
working from home. And to make use of that information, there was a specific
product bundle for the work-at-home crowd. Without our prodding, this
marketing group would never have considered searching through data to find
this information. Joining the technical and the business highlighted a very
valuable opportunity.

m When talking to business users about data mining opportunities, make
sure they focus on the business problems and not technology and algorithms.
Let the technical experts focus on the technology and the business experts
focus on the business.

Mining Data

Data mining, the focus of this book, transforms data into actionable results.
Success is about making business sense of the data, not using particular algo-
rithms or tools. Numerous pitfalls interfere with the ability to use the results of
data mining;:

m Bad data formats, such as not including the zip code in the customer
address in the results

m Confusing data fields, such as a delivery date that means “planned
delivery date” in one system and “actual delivery date” in another
system

m Lack of functionality, such as a call-center application that does not
allow annotations on a per-customer basis

m Legal ramifications, such as having to provide a legal reason when
rejecting a loan (and “my neural network told me so” is not acceptable)

m Organizational factors, since some operational groups are reluctant to
change their operations, particularly without incentives

m Lack of timeliness, since results that come too late may no longer be
actionable

Data comes in many forms, in many formats, and from multiple systems, as
shown in Figure 2.2. Identifying the right data sources and bringing them
together are critical success factors. Every data mining project has data issues:
inconsistent systems, table keys that don’t match across databases, records over-
written every few months, and so on. Complaints about data are the number one
excuse for not doing anything. The real question is “What can be done with avail-
able data?” This is where the algorithms described later in this book come in.
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Figure 2.2 Data is never clean. It comes in many forms, from many sources both internal
and external.

A wireless telecommunications company once wanted to put together a
data mining group after they had already acquired a powerful server and a
data mining software package. At this late stage, they contacted Data Miners
to help them investigate data mining opportunities. In the process, we learned
that a key factor for churn was overcalls: new customers making too many
calls during their first month. Customers would learn about the excess usage
when the first bill arrived, sometime during the middle of the second month.
By that time, the customers had run up more large bills and were even more
unhappy. Unfortunately, the customer service group also had to wait for the
same billing cycle to detect the excess usage. There was no lead time to be
proactive.

However, the nascent data mining group had resources and had identified
appropriate data feeds. With some relatively simple programming, it was
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possible to identify these customers within days of their first overcall. With
this information, the customer service center could contact at-risk customers
and move them onto appropriate billing plans even before the first bill went
out. This simple system was a big win for data mining, simply because having
a data mining group—with the skills, hardware, software, and access—was
the enabling factor for putting together this triggering system.

Take Action

Taking action is the purpose of the virtuous cycle of data mining. As already
mentioned, action can take many forms. Data mining makes business deci-
sions more informed. Over time, we expect that better-informed decisions lead
to better results.

Actions are usually going to be in line with what the business is doing
anyway:

m Sending messages to customers and prospects via direct mail, email,
telemarketing, and so on; with data mining, different messages may go
to different people

m Prioritizing customer service
m Adjusting inventory levels

m And so on

The results of data mining need to feed into business processes that touch
customers and affect the customer relationship.

Measuring Results

The importance of measuring results has already been highlighted. Despite its
importance, it is the stage in the virtuous cycle most likely to be overlooked.
Even though the value of measurement and continuous improvement is
widely acknowledged, it is usually given less attention than it deserves. How
many business cases are implemented, with no one going back to see how well
reality matched the plans? Individuals improve their own efforts by compar-
ing and learning, by asking questions about why plans match or do not match
what really happened, by being willing to learn that earlier assumptions were
wrong. What works for individuals also works for organizations.

The time to start thinking about measurement is at the beginning when
identifying the business problem. How can results be measured? A company
that sends out coupons to encourage sales of their products will no doubt mea-
sure the coupon redemption rate. However, coupon-redeemers may have pur-
chased the product anyway. Another appropriate measure is increased sales in
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particular stores or regions, increases that can be tied to the particular market-
ing effort. Such measurements may be difficult to make, because they require
more detailed sales information. However, if the goal is to increase sales, there
needs to be a way to measure this directly. Otherwise, marketing efforts may
be all “sound and fury, signifying nothing.”

Standard reports, which may arrive months after interventions have occurred,
contain summaries. Marketing managers may not have the technical skills to
glean important findings from such reports, even if the information is there.
Understanding the impact on customer retention, means tracking old market-
ing efforts for even longer periods of time. Well-designed Online Analytic Pro-
cessing (OLAP) applications, discussed in Chapter 15, can be a big help for
marketing groups and marketing analysts. However, for some questions, the
most detailed level is needed.

Itis a good idea to think of every data mining effort as a small business case.
Comparing expectations to actual results makes it possible to recognize
promising opportunities to exploit on the next round of the virtuous cycle. We
are often too busy tackling the next problem to devote energy to measuring the
success of current efforts. This is a mistake. Every data mining effort, whether
successful or not, has lessons that can be applied to future efforts. The question
is what to measure and how to approach the measurement so it provides the
best input for future use.

As an example, let’s start with what to measure for a targeted acquisition
campaign. The canonical measurement is the response rate: How many people
targeted by the campaign actually responded? This leaves a lot of information
lying on the table. For an acquisition effort, some examples of questions that
have future value are:

m Did this campaign reach and bring in profitable customers?
m Were these customers retained as well as would be expected?

m What are the characteristics of the most loyal customers reached by this
campaign? Demographic profiles of known customers can be applied to
future prospective customers. In some circumstances, such profiles
should be limited to those characteristics that can be provided by an
external source so the results from the data mining analysis can be
applied purchased lists.

m Do these customers purchase additional products? Can the different
systems in an organization detect if one customer purchases multiple
products?

m Did some messages or offers work better than others?

m Did customers reached by the campaign respond through alternate
channels?
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All of these measurements provide information for making more informed
decisions in the future. Data mining is about connecting the past—through
learning—to future actions.

One particular measurement is lifetime customer value. As its name implies, this
is an estimate of the value of a customer during the entire course of his or her rela-
tionship. In some industries, quite complicated models have been developed to
estimate lifetime customer value. Even without sophisticated models, shorter-
term estimates, such as value after 1 month, 6 months, and 1 year, can prove to be
quite useful. Customer value is discussed in more detail in Chapter 4.

Data Mining in the Context of the Virtuous Cycle

A typical large regional telephone company in the United States has millions
of customers. It owns hundreds or thousands of switches located in central
offices, which are typically in several states in multiple time zones. Each
switch can handle thousands of calls simultaneously—including advanced
features such as call waiting, conference calling, call-forwarding, voice mail,
and digital services. Switches, among the most complex computing devices
yet developed, are available from a handful of manufacturers. A typical tele-
phone company has multiple versions of several switches from each of the
vendors. Each of these switches provides volumes of data in its own format on
every call and attempted call—volumes measured in tens of gigabytes each
day. In addition, each state has its own regulations affecting the industry, not
to mention federal laws and regulations that are subject to rather frequent
changes. And, to add to the confusion, the company offers thousands of dif-
ferent billing plans to its customers, which range from occasional residential
users to Fortune 100 corporations.

How does this company—or any similar large corporation—manage its
billing process, the bread and butter of its business, responsible for the major-
ity of its revenue? The answer is simple: Very carefully! Companies have
developed detailed processes for handling standard operations; they have
policies and procedures. These processes are robust. Bills go out to customers,
even when the business reorganizes, even when database administrators are
on vacation, even when computers are temporarily down, even as laws and
regulations change, and switches are upgraded. If an organization can manage
a process as complicated as getting accurate bills out every month to millions
of residential, business, and government customers, surely incorporating data
mining into decision processes should be fairly easy. Is this the case?

Large corporations have decades of experience developing and implement-
ing mission-critical applications for running their business. Data mining is dif-
ferent from the typical operational system (see Table 2.1). The skills needed for
running a successful operational system do not necessarily lead to successful
data mining efforts.
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Table 2.1 Data Mining Differs from Typical Operational Business Processes

TYPICAL OPERATIONAL SYSTEM DATA MINING SYSTEM

Operations and reports on
historical data

Analysis on historical data often
applied to most current data to
determine future actions

Predictable and periodic flow of
work, typically tied to calendar

Unpredictable flow of work
depending on business and
marketing needs

Limited use of enterprise-wide data

The more data, the better the results
(generally)

Focus on line of business (such as
account, region, product code, minutes
of use, and so on), not on customer

Focus on actionable entity, such as
product, customer, sales region

Response times often measured in
seconds/milliseconds (for interactive
systems) while waiting weeks/months
for reports

Iterative processes with response
times often measured in minutes or
hours

System of record for data

Copy of data

Descriptive and repetitive

Creative

First, problems being addressed by data mining differ from operational
problems—a data mining system does not seek to replicate previous results exactly.
In fact, replication of previous efforts can lead to disastrous results. It may
result in marketing campaigns that market to the same people over and over.
You do not want to learn from analyzing data that a large cluster of customers
fits the profile of the customers contacted in some previous campaign. Data
mining processes need to take such issues into account, unlike typical opera-
tional systems that want to reproduce the same results over and over—
whether completing a telephone call, sending a bill, authorizing a credit
purchase, tracking inventory, or other countless daily operations.

Data mining is a creative process. Data contains many obvious correlations
that are either useless or simply represent current business policies. For exam-
ple, analysis of data from one large retailer revealed that people who buy
maintenance contracts are also very likely to buy large household appliances.
Unless the retailer wanted to analyze the effectiveness of sales of maintenance
contracts with appliances, such information is worse than useless—the main-
tenance contracts in question are only sold with large appliances. Spending
millions of dollars on hardware, software, and analysts to find such results is a
waste of resources that can better be applied elsewhere in the business. Ana-
lysts need to understand what is of value to the business and how to arrange
the data to bring out the nuggets.
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Data mining results change over time. Models expire and become less useful as
time goes on. One cause is that data ages quickly. Markets and customers
change quickly as well.

Data mining provides feedback into other processes that may need to change.
Decisions made in the business world often affect current processes and
interactions with customers. Often, looking at data finds imperfections in
operational systems, imperfections that should be fixed to enhance future
customer understanding.

The rest of this chapter looks at some more examples of the virtuous cycle of
data mining in action.

A Wireless Communications Company
Makes the Right Connections

The wireless communications industry is fiercely competitive. Wireless phone
companies are constantly dreaming up new ways to steal customers from their
competitors and to keep their own customers loyal. The basic service offering
is a commodity, with thin margins and little basis for product differentiation,
so phone companies think of novel ways to attract new customers.

This case study talks about how one mobile phone provider used data min-
ing to improve its ability to recognize customers who would be attracted to a
new service offering. (We are indebted to Alan Parker of Apower Solutions for
many details in this study:.)

The Opportunity

This company wanted to test market a new product. For technical reasons,
their preliminary roll-out tested the product on a few hundred subscribers —a
tiny fraction of the customer base in the chosen market.

The initial problem, therefore, was to figure out who was likely to be inter-
ested in this new offering. This is a classic application of data mining: finding
the most cost-effective way to reach the desired number of responders. Since
fixed costs of a direct marketing campaign are constant by definition, and the
cost per contact is also fairly constant, the only practical way to reduce the total
cost of the campaign is to reduce the number of contacts.

The company needed a certain number of people to sign up in order for the
trial to be valid. The company’s past experience with new-product introduc-
tion campaigns was that about 2 to 3 percent of existing customers would
respond favorably. So, to reach 500 responders, they would expect to contact
between about 16,000 and 25,000 prospects.



The Virtuous Cycle of Data Mining

35

How should the targets be selected? It would be handy to give each prospec-
tive customer a score from, say, 1 to 100, where 1 means “is very likely to pur-
chase the product” and 100 means “very unlikely to purchase the product.”
The prospects could then be sorted according to this score, and marketing
could work down this list until reaching the desired number of responders. As
the cumulative gains chart in Figure 2.3 illustrates, contacting the people most
likely to respond achieves the quota of responders with fewer contacts, and
hence at a lower cost.

The next chapter explains cumulative gains charts in more detail. For now,
it is enough to know that the curved line is obtained by ordering the scored
prospects along the X-axis with those judged most likely to respond on the left
and those judged least likely on the right. The diagonal line shows what would
happen if prospects were selected at random from all prospects. The chart
shows that good response scores lower the cost of a direct marketing cam-
paign by allowing fewer prospects to be contacted.

How did the mobile phone company get such scores? By data mining, of
course!

How Data Mining Was Applied

Most data mining methods learn by example. The neural network or decision
tree generator or what have you is fed thousands and thousands of training
examples. Each of the training examples is clearly marked as being either a
responder or a nonresponder. After seeing enough of these examples, the tool
comes up with a model in the form of a computer program that reads in
unclassified records and updates each with a response score or classification.

In this case, the offer in question was a new product introduction, so there
was no training set of people who had already responded. One possibility
would be to build a model based on people who had ever responded to any
offer in the past. Such a model would be good for discriminating between peo-
ple who refuse all telemarketing calls and throw out all junk mail, and those
who occasionally respond to some offers. These types of models are called non-
response models and can be valuable to mass mailers who really do want their
message to reach a large, broad market. The AARP, a non-profit organization
that provides services to retired people, saved millions of dollars in mailing
costs when it began using a nonresponse model. Instead of mailing to every
household with a member over 50 years of age, as they once did, they discard
the bottom 10 percent and still get almost all the responders they would have.

However, the wireless company only wanted to reach a few hundred
responders, so a model that identified the top 90 percent would not have
served the purpose. Instead, they formed a training set of records from a simi-
lar new product introduction in another market.



36 Chapter 2

o

o

-8

o

N

o

o

- S

[c0]

®

o

o

-3

}‘0

Z& )

o

o

- S

2

<
(%]
O
c
S

S S

A g

(o]

N

%
N

h 4
Contacts

o
o
<
6\ o]
2
) -
i ©
?
=
%
'O o
%, % - g
e &
[4+]
IS ’OQ))&
> 5 o
o % - g
o~
| | | | |
o o sasuodsay o o
o o o o
< ) N —

Figure 2.3 Ranking prospects, using a response model, makes it possible to save money
by targeting fewer customers and getting the same number of responders.
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Defining the Inputs

The data mining techniques described in this book automate the central core of
the model building process. Given a collection of input data fields, and a tar-
get field (in this case, purchase of the new product) they can find patterns and
rules that explain the target in terms of the inputs. For data mining to succeed,
there must be some relationship between the input variables and the target.

In practice, this means that it often takes much more time and effort to iden-
tify, locate, and prepare input data than it does to create and run the models,
especially since data mining tools make it so easy to create models. It is impos-
sible to do a good job of selecting input variables without knowledge of the
business problem being addressed. This is true even when using data mining
tools that claim the ability to accept all the data and figure out automatically
which fields are important. Information that knowledgeable people in the
industry expect to be important is often not represented in raw input datain a
way data mining tools can recognize.

The wireless phone company understood the importance of selecting the
right input data. Experts from several different functional areas including
marketing, sales, and customer support met together with outside data mining
consultants to brainstorm about the best way to make use of available data.
There were three data sources available:

A marketing customer information file
A call detail database
A demographic database

The call detail database was the largest of the three by far. It contained a
record for each call made or received by every customer in the target market.
The marketing database contained summarized customer data on usage,
tenure, product history, price plans, and payment history. The third database
contained purchased demographic and lifestyle data about the customers.

Derived Inputs

As a result of the brainstorming meetings and preliminary analysis, several
summary and descriptive fields were added to the customer data to be used as
input to the predictive model:

Minutes of use

Number of incoming calls
Frequency of calls

Sphere of influence

Voice mail user flag
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Some of these fields require a bit of explanation. Minutes of use (MOU) is a
standard measure of how good a customer is. The more minutes of use, the
better the customer. Historically, the company had focused on MOU almost to
the exclusion of all other variables. But, MOU masks many interesting differ-
ences: 2 long calls or 100 short ones? All outgoing calls or half incoming? All
calls to the same number or calls to many numbers? The next items in the
above list are intended to shed more light on these questions.

Sphere of influence (SOI) is another interesting measure because it was
developed as a result of an earlier data mining effort. A customer’s SOI is the
number of people with whom she or he had phone conversations during a
given time period. It turned out that high SOI customers behaved differently,
as a group, than low SOI customers in several ways including frequency of
calls to customer service and loyalty.

The Actions

Data from all three sources was brought together and used to create a data
mining model. The model was used to identify likely candidates for the new
product. Two direct mailings were made: one to a list based on the results of
the data mining model and one to control group selected using business-
as-usual methods. As shown in Figure 2.4, 15 percent of the people in the
target group purchased the new product, compared to only 3 percent in the
control group.

Percent of Target Market Responding Percent of Control Group Responding
Figure 2.4 These results demonstrate a very successful application of data mining.
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Completing the Cycle

With the help of data mining, the right group of prospects was contacted for
the new product offering. That is not the end of the story, though. Once the
results of the new campaign were in, data mining techniques could help to get
a better picture of the actual responders. Armed with a buyer profile of the
buyers in the initial test market, and a usage profile of the first several months
of the new service, the company was able to do an even better job of targeting
prospects in the next five markets where the product was rolled out.

Neural Networks and Decision Trees Drive SUV Sales

In 1992, before any of the commercial data mining tools available today were
on the market, one of the big three U.S. auto makers asked a group of
researchers at the Pontikes Center for Management at Southern Illinois Uni-
versity in Carbondale to develop an “expert system” to identify likely buyers
of a particular sport-utility vehicle. (We are grateful to Wei-Xiong Ho who
worked with Joseph Harder of the College of Business and Administration at
Southern Illinois on this project.)

Traditional expert systems consist of a large database of hundreds or thou-
sands of rules collected by observing and interviewing human experts who are
skilled at a particular task. Expert systems have enjoyed some success in cer-
tain domains such as medical diagnosis and answering tax questions, but the
difficulty of collecting the rules has limited their use.

The team at Southern Illinois decided to solve these problems by generating
the rules directly from historical data. In other words, they would replace
expert interviews with data mining.

The Initial Challenge

The initial challenge that Detroit brought to Carbondale was to improve
response to a direct mail campaign for a particular model. The campaign
involved sending an invitation to a prospect to come test-drive the new model.
Anyone accepting the invitation would find a free pair of sunglasses waiting
at the dealership. The problem was that very few people were returning the
response card or calling the toll-free number for more information, and few of
those that did ended up buying the vehicle. The company knew it could save
itself a lot of money by not sending the offer to people unlikely to respond, but
it didn’t know who those were.
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How Data Mining Was Applied

As is often the case when the data to be mined is from several different sources,
the first challenge was to integrate data so that it could tell a consistent story.

The Data

The first file, the “mail file,” was a mailing list containing names and addresses
of about a million people who had been sent the promotional mailing. This file
contained very little information likely to be useful for selection.

The mail file was appended with data based on zip codes from the commer-
cially available PRIZM database. This database contains demographic and
“psychographic” characterizations of the neighborhoods associated with the
zip codes.

Two additional files contained information on people who had sent back the
response card or called the toll-free number for more information. Linking the
response cards back to the original mailing file was simple because the mail
file contained a nine-character key for each address that was printed on the
response cards. Telephone responders presented more of a problem since their
reported name and address might not exactly match their address in the data-
base, and there is no guarantee that the call even came from someone on the
mailing list since the recipient may have passed the offer on to someone else.

Of 1,000,003 people who were sent the mailing, 32,904 responded by send-
ing back a card and 16,453 responded by calling the toll-free number for a total
initial response rate of 5 percent. The auto maker’s primary interest, of course,
was in the much smaller number of people who both responded to the mailing
and bought the advertised car. These were to be found in a sales file, obtained
from the manufacturer, that contained the names, addresses, and model pur-
chased for all car buyers in the 3-month period following the mailing.

An automated name-matching program with loosely set matching stan-
dards discovered around 22,000 apparent matches between people who
bought cars and people who had received the mailing. Hand editing reduced
the intersection to 4,764 people who had received the mailing and bought a
car. About half of those had purchased the advertised model. See Figure 2.5 for
a comparison of all these data sources.

Down the Mine Shaft

The experimental design called for the population to be divided into exactly
two classes—success and failure. This is certainly a questionable design since it
obscures interesting differences. Surely, people who come into the dealership to
test-drive one model, but end up buying another should be in a different class
than nonresponders, or people who respond, but buy nothing. For that matter,
people who weren’t considered good enough prospects to be sent a mailing,
but who nevertheless bought the car are an even more interesting group.
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Resp Cards
(32,904)

Mass Mailing
(1,000,003)

Figure 2.5 Prospects in the training set have overlapping relationships.

Be that as it may, success was defined as “received a mailing and bought the
car” and failure was defined as “received the mailing, but did not buy the car.”
A series of trials was run using decision trees and neural networks. The tools
were tested on various kinds of training sets. Some of the training sets
reflected the true proportion of successes in the database, while others were
enriched to have up to 10 percent successes—and higher concentrations might
have produced better results.

The neural network did better on the sparse training sets, while the decision
tree tool appeared to do better on the enriched sets. The researchers decided on
a two-stage process. First, a neural network determined who was likely to buy
a car, any car, from the company. Then, the decision tree was used to predict
which of the likely car buyers would choose the advertised model. This two-
step process proved quite successful. The hybrid data mining model combin-
ing decision trees and neural networks missed very few buyers of the targeted
model while at the same time screening out many more nonbuyers than either
the neural net or the decision tree was able to do.

The Resulting Actions

Armed with a model that could effectively reach responders the company
decided to take the money saved by mailing fewer pieces and put it into
improving the lure offered to get likely buyers into the showroom. Instead of
sunglasses for the masses, they offered a nice pair of leather boots to the far
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smaller group of likely buyers. The new approach proved much more effective
than the first.

Completing the Cycle

The university-based data mining project showed that even with only a lim-
ited number of broad-brush variables to work with and fairly primitive data
mining tools, data mining could improve the effectiveness of a direct market-
ing campaign for a big-ticket item like an automobile. The next step is to gather
more data, build better models, and try again!

Lessons Learned

This chapter started by recalling the drivers of the industrial revolution and
the creation of large mills in England and New England. These mills are now
abandoned, torn down, or converted to other uses. Water is no longer the driv-
ing force of business. It has been replaced by data.

The virtuous cycle of data mining is about harnessing the power of data and
transforming it into actionable business results. Just as water once turned the
wheels that drove machines throughout a mill, data needs to be gathered and
disseminated throughout an organization to provide value. If data is water in
this analogy, then data mining is the wheel, and the virtuous cycle spreads the
power of the data to all the business processes.

The virtuous cycle of data mining is a learning process based on customer
data. It starts by identifying the right business opportunities for data mining.
The best business opportunities are those that will be acted upon. Without
action, there is little or no value to be gained from learning about customers.

Also very important is measuring the results of the action. This com-
pletes the loop of the virtuous cycle, and often suggests further data mining
opportunities.



Data Mining Methodology
and Best Practices

The preceding chapter introduced the virtuous cycle of data mining as a busi-
ness process. That discussion divided the data mining process into four stages:

1. Identifying the problem
2. Transforming data into information
3. Taking action

4. Measuring the outcome

Now it is time to start looking at data mining as a technical process. The
high-level outline remains the same, but the emphasis shifts. Instead of identi-
tying a business problem, we now turn our attention to translating business
problems into data mining problems. The topic of transforming data into
information is expanded into several topics including hypothesis testing, pro-
filing, and predictive modeling. In this chapter, taking action refers to techni-
cal actions such as model deployment and scoring. Measurement refers to the
testing that must be done to assess a model’s stability and effectiveness before
it is used to guide marketing actions.

Because the entire book is based on this methodology, the best practices
introduced here are elaborated upon elsewhere. The purpose of this chapter is
to bring them together in one place and to organize them into a methodology.

The best way to avoid breaking the virtuous cycle of data mining is to
understand the ways it is likely to fail and take preventative steps. Over the

43
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years, the authors have encountered many ways for data mining projects to go
wrong. In response, we have developed a useful collection of habits—things
we do to smooth the path from the initial statement of a business problem to a
stable model that produces actionable and measurable results. This chapter
presents this collection of best practices as the orderly steps of a data mining
methodology. Don’t be fooled—data mining is a naturally iterative process.
Some steps need to be repeated several times, but none should be skipped
entirely.

The need for a rigorous approach to data mining increases with the com-
plexity of the data mining approach. After establishing the need for a method-
ology by describing various ways that data mining efforts can fail in the
absence of one, the chapter starts with the simplest approach to data mining—
using ad hoc queries to test hypotheses—and works up to more sophisticated
activities such as building formal profiles that can be used as scoring models
and building true predictive models. Finally, the four steps of the virtuous
cycle are translated into an 11-step data mining methodology.

Why Have a Methodology?

Data mining is a way of learning from the past so as to make better decisions
in the future. The best practices described in this chapter are designed to avoid
two undesirable outcomes of the learning process:

m Learning things that aren’t true

m Learning things that are true, but not useful

These pitfalls are like the rocks of Scylla and the whirlpool of Charybdis that
protect the narrow straits between Sicily and the Italian mainland. Like the
ancient sailors who learned to avoid these threats, data miners need to know
how to avoid common dangers.

Learning Things That Aren’t True

Learning things that aren’t true is more dangerous than learning things that
are useless because important business decisions may be made based on incor-
rect information. Data mining results often seem reliable because they are
based on actual data in a seemingly scientific manner. This appearance of reli-
ability can be deceiving. The data itself may be incorrect or not relevant to the
question at hand. The patterns discovered may reflect past business decisions
or nothing at all. Data transformations such as summarization may have
destroyed or hidden important information. The following sections discuss
some of the more common problems that can lead to false conclusions.
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Patterns May Not Represent Any Underlying Rule

It is often said that figures don't lie, but liars can figure. When it comes to find-
ing patterns in data, figures don’t have to actually lie in order to suggest things
that aren’t true. There are so many ways to construct patterns that any random
set of data points will reveal one if examined long enough. Human beings
depend so heavily on patterns in our lives that we tend to see them even when
they are not there. We look up at the nighttime sky and see not a random
arrangement of stars, but the Big Dipper, or, the Southern Cross, or Orion’s
Belt. Some even see astrological patterns and portents that can be used to pre-
dict the future. The widespread acceptance of outlandish conspiracy theories
is further evidence of the human need to find patterns.

Presumably, the reason that humans have evolved such an affinity for pat-
terns is that patterns often do reflect some underlying truth about the way the
world works. The phases of the moon, the progression of the seasons, the con-
stant alternation of night and day, even the regular appearance of a favorite TV
show at the same time on the same day of the week are useful because they are
stable and therefore predictive. We can use these patterns to decide when it is
safe to plant tomatoes and how to program the VCR. Other patterns clearly do
not have any predictive power. If a fair coin comes up heads five times in a
row, there is still a 50-50 chance that it will come up tails on the sixth toss.

The challenge for data miners is to figure out which patterns are predictive
and which are not. Consider the following patterns, all of which have been
cited in articles in the popular press as if they had predictive value:

m The party that does not hold the presidency picks up seats in Congress
during off-year elections.

m When the American League wins the World Series, Republicans take
the White House.

m When the Washington Redskins win their last home game, the incum-
bent party keeps the White House.

m In U.S. presidential contests, the taller man usually wins.

The first pattern (the one involving off-year elections) seems explainable in
purely political terms. Because there is an underlying explanation, this pattern
seems likely to continue into the future and therefore has predictive value. The
next two alleged predictors, the ones involving sporting events, seem just as
clearly to have no predictive value. No matter how many times Republicans
and the American League may have shared victories in the past (and the
authors have not researched this point), there is no reason to expect the associ-
ation to continue in the future.

What about candidates” heights? At least since 1945 when Truman (who was
short, but taller than Dewey) was elected, the election in which Carter beat
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Ford is the only one where the shorter candidate won. (So long as “winning”
is defined as “receiving the most votes” so that the 2000 election that pitted
6'1" Gore against the 6'0" Bush still fits the pattern.) Height does not seem to
have anything to do with the job of being president. On the other hand, height
is positively correlated with income and other social marks of success so
consciously or unconsciously, voters may perceive a taller candidate as more
presidential. As this chapter explains, the right way to decide if a rule is stable
and predictive is to compare its performance on multiple samples selected at
random from the same population. In the case of presidential height, we leave
this as an exercise for the reader. As is often the case, the hardest part of the
task will be collecting the data—even in the age of Google, it is not easy to
locate the heights of unsuccessful presidential candidates from the eighteenth,
nineteenth, and twentieth centuries!

The technical term for finding patterns that fail to generalize is overfitting.
Overfitting leads to unstable models that work one day, but not the next.
Building stable models is the primary goal of the data mining methodology.

The Model Set May Not Reflect the Relevant Population

The model set is the collection of historical data that is used to develop data
mining models. For inferences drawn from the model set to be valid, the
model set must reflect the population that the model is meant to describe, clas-
sify, or score. A sample that does not properly reflect its parent population is
biased. Using a biased sample as a model set is a recipe for learning things that
are not true. It is also hard to avoid. Consider:

m Customers are not like prospects.

m Survey responders are not like nonresponders.

m People who read email are not like people who do not read email.

m People who register on a Web site are not like people who fail to register.
|

After an acquisition, customers from the acquired company are not nec-
essarily like customers from the acquirer.

Records with no missing values reflect a different population from
records with missing values.

Customers are not like prospects because they represent people who
responded positively to whatever messages, offers, and promotions were made
to attract customers in the past. A study of current customers is likely to suggest
more of the same. If past campaigns have gone after wealthy, urban consumers,
then any comparison of current customers with the general population will
likely show that customers tend to be wealthy and urban. Such a model may
miss opportunities in middle-income suburbs. The consequences of using a
biased sample can be worse than simply a missed marketing opportunity.
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In the United States, there is a history of “redlining,” the illegal practice of
refusing to write loans or insurance policies in certain neighborhoods. A
search for patterns in the historical data from a company that had a history of
redlining would reveal that people in certain neighborhoods are unlikely to be
customers. If future marketing efforts were based on that finding, data mining
would help perpetuate an illegal and unethical practice.

Careful attention to selecting and sampling data for the model set is crucial
to successful data mining.

Data May Be at the Wrong Level of Detail

In more than one industry, we have been told that usage often goes down in
the month before a customer leaves. Upon closer examination, this turns out to
be an example of learning something that is not true. Figure 3.1 shows the
monthly minutes of use for a cellular telephone subscriber. For 7 months, the
subscriber used about 100 minutes per month. Then, in the eighth month,
usage went down to about half that. In the ninth month, there was no usage
at all.

This subscriber appears to fit the pattern in which a month with decreased
usage precedes abandonment of the service. But appearances are deceiving.
Looking at minutes of use by day instead of by month would show that the
customer continued to use the service at a constant rate until the middle of the
month and then stopped completely, presumably because on that day, he or
she began using a competing service. The putative period of declining usage
does not actually exist and so certainly does not provide a window of oppor-
tunity for retaining the customer. What appears to be a leading indicator is
actually a trailing one.

Minutes of Use by Tenure

140
120 -
100 -
80 A
60 -
40 A
20 A

Figure 3.1 Does declining usage in month 8 predict attrition in month 9?
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Figure 3.2 shows another example of confusion caused by aggregation. Sales
appear to be down in October compared to August and September. The pic-
ture comes from a business that has sales activity only on days when the finan-
cial markets are open. Because of the way that weekends and holidays fell in
2003, October had fewer trading days than August and September. That fact
alone accounts for the entire drop-off in sales.

In the previous examples, aggregation led to confusion. Failure to aggregate
to the appropriate level can also lead to confusion. In one case, data provided
by a charitable organization showed an inverse correlation between donors’
likelihood to respond to solicitations and the size of their donations. Those
more likely to respond sent smaller checks. This counterintuitive finding is a
result of the large number of solicitations the charity sent out to its supporters
each year. Imagine two donors, each of whom plans to give $500 to the charity.
One responds to an offer in January by sending in the full $500 contribution
and tosses the rest of the solicitation letters in the trash. The other sends a $100
check in response to each of five solicitations. On their annual income tax
returns, both donors report having given $500, but when seen at the individ-
ual campaign level, the second donor seems much more responsive. When
aggregated to the yearly level, the effect disappears.

Learning Things That Are True, but Not Useful

Although not as dangerous as learning things that aren’t true, learning things
that aren’t useful is more common.

Sales by Month (2003)
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Figure 3.2 Did sales drop off in October?
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Learning Things That Are Already Known

Data mining should provide new information. Many of the strongest patterns in
data represent things that are already known. People over retirement age tend
not to respond to offers for retirement savings plans. People who live where there
is no home delivery do not become newspaper subscribers. Even though they
may respond to subscription offers, service never starts. For the same reason,
people who live where there are no cell towers tend not to purchase cell phones.

Often, the strongest patterns reflect business rules. If data mining “discov-
ers” that people who have anonymous call blocking also have caller ID, it is
perhaps because anonymous call blocking is only sold as part of a bundle of
services that also includes caller ID. If there are no sales of certain products in
a particular location, it is possible that they are not offered there. We have seen
many such discoveries. Not only are these patterns uninteresting, their
strength may obscure less obvious patterns.

Learning things that are already known does serve one useful purpose. It
demonstrates that, on a technical level, the data mining effort is working and
the data is reasonably accurate. This can be quite comforting. If the data and
the data mining techniques applied to it are powerful enough to discover
things that are known to be true, it provides confidence that other discoveries
are also likely to be true. It is also true that data mining often uncovers things
that ought to have been known, but were not; that retired people do not
respond well to solicitations for retirement savings accounts, for instance.

Learning Things That Can’t Be Used

It can also happen that data mining uncovers relationships that are both true
and previously unknown, but still hard to make use of. Sometimes the prob-
lem is regulatory. A customer’s wireless calling patterns may suggest an affin-
ity for certain land-line long-distance packages, but a company that provides
both services may not be allowed to take advantage of the fact. Similarly, a cus-
tomer’s credit history may be predictive of future insurance claims, but regu-
lators may prohibit making underwriting decisions based on it.

Other times, data mining reveals that important outcomes are outside the
company’s control. A product may be more appropriate for some climates than
others, but it is hard to change the weather. Service may be worse in some
regions for reasons of topography, but that is also hard to change.

m Sometimes it is only a failure of imagination that makes new information
appear useless. A study of customer attrition is likely to show that the strongest
predictors of customers leaving is the way they were acquired. It is too late to
go back and change that for existing customers, but that does not make the
information useless. Future attrition can be reduced by changing the mix of
acquisition channels to favor those that bring in longer-lasting customers.
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The data mining methodology is designed to steer clear of the Scylla of
learning things that aren’t true and the Charybdis of not learning anything
useful. In a more positive light, the methodology is designed to ensure that the
data mining effort leads to a stable model that successfully addresses the busi-
ness problem it is designed to solve.

Hypothesis Testing

Hypothesis testing is the simplest approach to integrating data into a
company’s decision-making processes. The purpose of hypothesis testing is
to substantiate or disprove preconceived ideas, and it is a part of almost all
data mining endeavors. Data miners often bounce back and forth between
approaches, first thinking up possible explanations for observed behavior
(often with the help of business experts) and letting those hypotheses
dictate the data to be analyzed. Then, letting the data suggest new hypotheses
to test.

Hypothesis testing is what scientists and statisticians traditionally spend
their lives doing. A hypothesis is a proposed explanation whose validity can
be tested by analyzing data. Such data may simply be collected by observation
or generated through an experiment, such as a test mailing. Hypothesis testing
is at its most valuable when it reveals that the assumptions that have been
guiding a company’s actions in the marketplace are incorrect. For example,
suppose that a company’s advertising is based on a number of hypotheses
about the target market for a product or service and the nature of the
responses. It is worth testing whether these hypotheses are borne out by actual
responses. One approach is to use different call-in numbers in different ads
and record the number that each responder dials. Information collected during
the call can then be compared with the profile of the population the advertise-
ment was designed to reach.

m Each time a company solicits a response from its customers, whether
through advertising or a more direct form of communication, it has an
opportunity to gather information. Slight changes in the design of the
communication, such as including a way to identify the channel when a
prospect responds, can greatly increase the value of the data collected.

By its nature, hypothesis testing is ad hoc, so the term “methodology” might
be a bit strong. However, there are some identifiable steps to the process, the
first and most important of which is generating good ideas to test.
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Generating Hypotheses

The key to generating hypotheses is getting diverse input from throughout the
organization and, where appropriate, outside it as well. Often, all that is needed
to start the ideas flowing is a clear statement of the problem itself—especially if
it is something that has not previously been recognized as a problem.

It happens more often than one might suppose that problems go unrecog-
nized because they are not captured by the metrics being used to evaluate the
organization’s performance. If a company has always measured its sales force
on the number of new sales made each month, the sales people may never
have given much thought to the question of how long new customers remain
active or how much they spend over the course of their relationship with the
firm. When asked the right questions, however, the sales force may have
insights into customer behavior that marketing, with its greater distance from
the customer, has missed.

Testing Hypotheses

Consider the following hypotheses:

m Frequent roamers are less sensitive than others to the price per minute
of cellular phone time.

m Families with high-school age children are more likely to respond to a
home equity line offer than others.

m The save desk in the call center is saving customers who would have
returned anyway.

Such hypotheses must be transformed in a way that allows them to be tested
on real data. Depending on the hypotheses, this may mean interpreting a single
value returned from a simple query, plowing through a collection of association
rules generated by market basket analysis, determining the significance of a
correlation found by a regression model, or designing a controlled experiment.
In all cases, careful critical thinking is necessary to be sure that the result is not
biased in unexpected ways.

Proper evaluation of data mining results requires both analytical and busi-
ness knowledge. Where these are not present in the same person, it takes cross-
functional cooperation to make good use of the new information.

Models, Profiling, and Prediction

Hypothesis testing is certainly useful, but there comes a time when it is not
sufficient. The data mining techniques described in the rest of this book are all
designed for learning new things by creating models based on data.
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In the most general sense, a model is an explanation or description of how
something works that reflects reality well enough that it can be used to make
inferences about the real world. Without realizing it, human beings use
models all the time. When you see two restaurants and decide that the one
with white tablecloths and real flowers on each table is more expensive than
the one with Formica tables and plastic flowers, you are making an inference
based on a model you carry in your head. When you set out to walk to the
store, you again consult a mental model of the town.

Data mining is all about creating models. As shown in Figure 3.3, models
take a set of inputs and produce an output. The data used to create the model
is called a model set. When models are applied to new data, this is called the
score set. The model set has three components, which are discussed in more
detail later in the chapter:

m The training set is used to build a set of models.
m The validation set' is used to choose the best model of these.

mm The test set is used to determine how the model performs on unseen
data.

Data mining techniques can be used to make three kinds of models for three
kinds of tasks: descriptive profiling, directed profiling, and prediction. The
distinctions are not always clear.

Descriptive models describe what is in the data. The output is one or more
charts or numbers or graphics that explain what is going on. Hypothesis test-
ing often produces descriptive models. On the other hand, both directed profil-
ing and prediction have a goal in mind when the model is being built. The
difference between them has to do with time frames, as shown in Figure 3.4. In
profiling models, the target is from the same time frame as the input. In pre-
dictive models, the target is from a later time frame. Prediction means finding
patterns in data from one period that are capable of explaining outcomes in a
later period. The reason for emphasizing the distinction between profiling and
prediction is that it has implications for the modeling methodology, especially
the treatment of time in the creation of the model set.

— [=Z= | —

Inputs Model

Figure 3.3 Models take an input and produce an output.

1 The first edition called the three partitions of the model set the training set, the test set, and the
evaluation set. The authors still like that terminology, but standard usage in the data mining com-
munity is now training/validation/test. To avoid confusion, this edition adopts the training/
validation/test nomenclature.
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Figure 3.4 Profiling and prediction differ only in the time frames of the input and target
variables.

Profiling

Profiling is a familiar approach to many problems. It need not involve any
sophisticated data analysis. Surveys, for instance, are one common method of
building customer profiles. Surveys reveal what customers and prospects look
like, or at least the way survey responders answer questions.

Profiles are often based on demographic variables, such as geographic loca-
tion, gender, and age. Since advertising is sold according to these same vari-
ables, demographic profiles can turn directly into media strategies. Simple
profiles are used to set insurance premiums. A 17-year-old male pays more for
car insurance than a 60-year-old female. Similarly, the application form for a
simple term life insurance policy asks about age, sex, and smoking—and not
much more.

Powerful though it is, profiling has serious limitations. One is the inability
to distinguish cause and effect. So long as the profiling is based on familiar
demographic variables, this is not noticeable. If men buy more beer than
women, we do not have to wonder whether beer drinking might be the cause
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of maleness. It seems safe to assume that the link is from men to beer and not
vice versa.

With behavioral data, the direction of causality is not always so clear. Con-
sider a couple of actual examples from real data mining projects:

m People who have purchased certificates of deposit (CDs) have little or
no money in their savings accounts.

m Customers who use voice mail make a lot of short calls to their own
number.

Not keeping money in a savings account is a common behavior of CD hold-
ers, just as being male is a common feature of beer drinkers. Beer companies seek
out males to market their product, so should banks seek out people with no
money in savings in order to sell them certificates of deposit? Probably not! Pre-
sumably, the CD holders have no money in their savings accounts because they
used that money to buy CDs. A more common reason for not having money in a
savings account is not having any money, and people with no money are not
likely to purchase certificates of deposit. Similarly, the voice mail users call their
own number so much because in this particular system that is one way to check
voice mail. The pattern is useless for finding prospective users.

Prediction

Profiling uses data from the past to describe what happened in the past. Pre-
diction goes one step further. Prediction uses data from the past to predict what
is likely to happen in the future. This is a more powerful use of data. While the
correlation between low savings balances and CD ownership may not be use-
ful in a profile of CD holders, it is likely that having a high savings balance is (in
combination with other indicators) a predictor of future CD purchases.

Building a predictive model requires separation in time between the model
inputs or predictors and the model output, the thing to be predicted. If this
separation is not maintained, the model will not work. This is one example of
why it is important to follow a sound data mining methodology.

The Methodology

The data mining methodology has 11 steps.

1. Translate the business problem into a data mining problem.
Select appropriate data.
Get to know the data.

Create a model set.

AR

Fix problems with the data.
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Build models.

Asses models.

v N o

Deploy models.
10. Assess results.

11. Begin again.

Transform data to bring information to the surface.

As shown in Figure 3.5, the data mining process is best thought of as a set of
nested loops rather than a straight line. The steps do have a natural order, but
it is not necessary or even desirable to completely finish with one before mov-
ing on to the next. And things learned in later steps will cause earlier ones to

be revisited.

(9

Assess results.

Deploy models.

Assess models.

Translate the
business problem
into a data mining

problem.

Build models.

Figure 3.5 Data mining is not a linear process.

Transform data.

Select appropriate

data.

Get to know
the data.

Create a model set.

Fix problems with
the data.
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Step One: Translate the Business Problem
into a Data Mining Problem

A favorite scene from Alice in Wonderland is the passage where Alice asks the
Cheshire cat for directions:

“Would you tell me, please, which way I ought to go from here?”

“That depends a good deal on where you want to get to,” said the Cat.

“I don’t much care where—" said Alice.

“Then it doesn’t matter which way you go,” said the Cat.

“—so long as I get somewhere,” Alice added as an explanation.

“Oh, you're sure to do that,” said the Cat, “if you only walk long enough.”

The Cheshire cat might have added that without some way of recognizing
the destination, you can never tell whether you have walked long enough! The
proper destination for a data mining project is the solution of a well-defined
business problem. Data mining goals for a particular project should not be
stated in broad, general terms, such as:

m Gaining insight into customer behavior
m Discovering meaningful patterns in data

m Learning something interesting

These are all worthy goals, but even when they have been achieved, they are
hard to measure. Projects that are hard to measure are hard to put a value on.
Wherever possible, the broad, general goals should be broken down into more
specific ones to make it easier to monitor progress in achieving them. Gaining
insight into customer behavior might turn into concrete goals:

m Identify customers who are unlikely to renew their subscriptions.

m Design a calling plan that will reduce churn for home-based business
customers.

m Rank order all customers based on propensity to ski.

m List products whose sales are at risk if we discontinue wine and beer
sales.

Not only are these concrete goals easier to monitor, they are easier to trans-
late into data mining problems as well.

What Does a Data Mining Problem Look Like?

To translate a business problem into a data mining problem, it should be refor-
mulated as one of the six data mining tasks introduced in Chapter One:
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Classification

Estimation

|

|

m Prediction
m Affinity Grouping
m Clustering

|

Description and Profiling

These are the tasks that can be accomplished with the data mining tech-
niques described in this book (though no single data mining tool or technique
is equally applicable to all tasks).

The first three tasks, classification, estimation, and prediction are examples
of directed data mining. Affinity grouping and clustering are examples of undi-
rected data mining. Profiling may be either directed or undirected. In directed
data mining there is always a target variable—something to be classified, esti-
mated, or predicted. The process of building a classifier starts with a prede-
fined set of classes and examples of records that have already been correctly
classified. Similarly, the process of building an estimator starts with historical
data where the values of the target variable are already known. The modeling
task is to find rules that explain the known values of the target variable.

In undirected data mining, there is no target variable. The data mining task is
to find overall patterns that are not tied to any one variable. The most common
form of undirected data mining is clustering, which finds groups of similar
records without any instructions about which variables should be considered as
most important. Undirected data mining is descriptive by nature, so undirected
data mining techniques are often used for profiling, but directed techniques
such as decision trees are also very useful for building profiles. In the machine
learning literature, directed data mining is called supervised learning and undi-
rected data mining is called unsupervised learning.

How Will the Results Be Used?

This is one of the most important questions to ask when deciding how best to
translate a business problem into a data mining problem. Surprisingly often,
the initial answer is “we’re not sure.” An answer is important because, as the
cautionary tale in the sidebar illustrates, different intended uses dictate differ-
ent solutions.

For example, many of our data mining engagements are designed to
improve customer retention. The results of such a study could be used in any
of the following ways:

m Proactively contact high risk/high value customers with an offer that
rewards them for staying.
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m Change the mix of acquisition channels to favor those that bring in the
most loyal customers.

m Forecast customer population in future months.

m Alter the product to address defects that are causing customers to
defect.

Each of these goals has implications for the data mining process. Contacting
existing customers through an outbound telemarketing or direct mail cam-
paign implies that in addition to identifying customers at risk, there is an
understanding of why they are at risk so an attractive offer can be constructed,
and when they are at risk so the call is not made too early or too late. Forecast-
ing implies that in addition to identifying which current customers are likely
to leave, it is possible to determine how many new customers will be added
and how long they are likely to stay. This latter problem of forecasting new
customer starts is typically embedded in business goals and budgets, and is
not usually a predictive modeling problem.

How Will the Results Be Delivered?

A data mining project may result in several very different types of deliver-
ables. When the primary goal of the project is to gain insight, the deliverable is
often a report or presentation filled with charts and graphs. When the project
is a one-time proof-of-concept or pilot project, the deliverable may consist of
lists of customers who will receive different treatments in a marketing experi-
ment. When the data mining project is part of an ongoing analytic customer
relationship management effort, the deliverable is likely to be a computer pro-
gram or set of programs that can be run on a regular basis to score a defined
subset of the customer population along with additional software to manage
models and scores over time. The form of the deliverable can affect the data
mining results. Producing a list of customers for a marketing test is not suffi-
cient if the goal is to dazzle marketing managers.

The Role of Business Users and Information Technology

As described in Chapter 2, the only way to get good answers to the questions
posed above is to involve the owners of the business problem in figuring out
how data mining results will be used and IT staff and database administrators
in figuring out how the results should be delivered. It is often useful to get
input from a broad spectrum within the organization and, where appropriate,
outside it as well. We suggest getting representatives from the various con-
stituencies within the enterprise together in one place, rather than interview-
ing them separately. That way, people with different areas of knowledge and
expertise have a chance to react to each other’s ideas. The goal of all this con-
sultation is a clear statement of the business problem to be addressed. The final
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MISUNDERSTANDING THE BUSINESS PROBLEM: A CAUTIONARY TALE

Data Miners, the consultancy started by the authors, was once called upon to
analyze supermarket loyalty card data on behalf of a large consumer packaged
goods manufacturer. To put this story in context, it helps to know a little bit
about the supermarket business. In general, a supermarket does not care
whether a customer buys Coke or Pepsi (unless one brand happens to be on a
special deal that temporarily gives it a better margin), so long as the customer
purchases soft drinks. Product manufacturers, who care very much which
brands are sold, vie for the opportunity to manage whole categories in the
stores. As category managers, they have some control over how their own
products and those of their competitors are merchandised. Our client wanted to
demonstrate its ability to utilize loyalty card data to improve category
management. The category picked for the demonstration was yogurt because
by supermarket standards, yogurt is a fairly high-margin product.

As we understood it, the business goal was to identify yogurt lovers. To
create a target variable, we divided loyalty card customers into groups of high,
medium, and low yogurt affinity based on their total yogurt purchases over
the course of a year and into groups of high, medium, and low users based
on the proportion of their shopping dollars spent on yogurt. People who
were in the high category by both measures were labeled as yogurt lovers.

The transaction data had to undergo many transformations to be turned into
a customer signature. Input variables included the proportion of trips and of
dollars spent at various times of day and in various categories, shopping
frequency, average order size, and other behavioral variables.

Using this data, we built a model that gave all customers a yogurt lover score.
Armed with such a score, it would be possible to print coupons for yogurt when
likely yogurt lovers checked out, even if they did not purchase any yogurt on
that trip. The model might even identify good prospects who had not yet gotten
in touch with their inner yogurt lover, but might if prompted with a coupon.

The model got good lift, and we were pleased with it. The client, however,
was disappointed. “But, who is the yogurt lover?” asked the client. “Someone
who gets a high score from the yogurt lover model” was not considered a good
answer. The client was looking for something like “The yogurt lover is a woman
between the ages of X and Y living in a zip code where the median home price
is between M and N.” A description like that could be used for deciding where
to buy advertising and how to shape the creative content of ads. Ours, based
on shopping behavior rather than demographics, could not.

statement of the business problem should be as specific as possible. “Identify
the 10,000 gold-level customers most likely to defect within the next 60 days”
is better than “provide a churn score for all customers.”

The role of the data miner in these discussions is to ensure that the final
statement of the business problem is one that can be translated into a data min-
ing problem. Otherwise, the best data mining efforts in the world may be
addressing the wrong business problem.
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Data mining is often presented as a technical problem of finding a model
that explains the relationship of a target variable to a group of input variables.
That technical task is indeed central to most data mining efforts, but it should
not be attempted until the target variable has been properly defined and the
appropriate input variables identified. That, in turn, depends on a good
understanding of the business problem to be addressed. As the story in the
sidebar illustrates, failure to properly translate the business problem into a
data mining problem leads to one of the dangers we are trying to avoid—
learning things that are true, but not useful.

For a complete treatment of turning business problems into data mining
problems, we recommend the book Business Modeling and Data Mining by our
colleague Dorian Pyle. This book gives detailed advice on how to find the
business problems where data mining provides the most benefit and how to
formulate those problems for mining. Here, we simply remind the reader to
consider two important questions before beginning the actual data mining
process: How will the results be used? And, in what form will the results be
delivered? The answer to the first question goes a long way towards answer-
ing the second.

Step Two: Select Appropriate Data

Data mining requires data. In the best of all possible worlds, the required data
would already be resident in a corporate data warehouse, cleansed, available,
historically accurate, and frequently updated. In fact, it is more often scattered
in a variety of operational systems in incompatible formats on computers run-
ning different operating systems, accessed through incompatible desktop
tools.
The data sources that are useful and available vary, of course, from problem
to problem and industry to industry. Some examples of useful data:
m Warranty claims data (including both fixed-format and free-text fields)
m Point-of-sale data (including ring codes, coupons proffered, discounts
applied)
Credit card charge records
Medical insurance claims data
Web log data
E-commerce server application logs
Direct mail response records

Call-center records, including memos written by the call-center reps

Printing press run records
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m Motor vehicle registration records

Noise level in decibels from microphones placed in communities near
an airport

Telephone call detail records
Survey response data
Demographic and lifestyle data
Economic data

Hourly weather readings (wind direction, wind strength, precipitation)

Census data

Once the business problem has been formulated, it is possible to form a wish
list of data that would be nice to have. For a study of existing customers, this
should include data from the time they were acquired (acquisition channel,
acquisition date, original product mix, original credit score, and so on), similar
data describing their current status, and behavioral data accumulated during
their tenure. Of course, it may not be possible to find everything on the wish
list, but it is better to start out with an idea of what you would like to find.

Occasionally, a data mining effort starts without a specific business prob-
lem. A company becomes aware that it is not getting good value from the data
it collects, and sets out to determine whether the data could be made more use-
ful through data mining. The trick to making such a project successful is to
turn it into a project designed to solve a specific problem. The first step is to
explore the available data and make a list of candidate business problems.
Invite business users to create a lengthy wish list which can then be reduced to
a small number of achievable goals—the data mining problem.

What Is Available?

The first place to look for data is in the corporate data warehouse. Data in the
warehouse has already been cleaned and verified and brought together from
multiple sources. A single data model hopefully ensures that similarly named
fields have the same meaning and compatible data types throughout the data-
base. The corporate data warehouse is a historical repository; new data is
appended, but the historical data is never changed. Since it was designed for
decision support, the data warehouse provides detailed data that can be aggre-
gated to the right level for data mining. Chapter 15 goes into more detail about
the relationship between data mining and data warehousing.

The only problem is that in many organizations such a data warehouse does
not actually exist or one or more data warehouses exist, but don’t live up to the
promises. That being the case, data miners must seek data from various
departmental databases and from within the bowels of operational systems.
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These operational systems are designed to perform a certain task such as
claims processing, call switching, order entry, or billing. They are designed
with the primary goal of processing transactions quickly and accurately. The
data is in whatever format best suits that goal and the historical record, if any,
is likely to be in a tape archive. It may require significant political and pro-
gramming effort to get the data in a form useful for knowledge discovery.

In some cases, operational procedures have to be changed in order to supply
data. We know of one major catalog retailer that wanted to analyze the buying
habits of its customers so as to market differentially to new customers and long-
standing customers. Unfortunately, anyone who hadn’t ordered anything in
the past six months was routinely purged from the records. The substantial
population of people who loyally used the catalog for Christmas shopping, but
not during the rest of the year, went unrecognized and indeed were unrecogniz-
able, until the company began keeping historical customer records.

In many companies, determining what data is available is surprisingly dif-
ficult. Documentation is often missing or out of date. Typically, there is no one
person who can provide all the answers. Determining what is available
requires looking through data dictionaries, interviewing users and database
administrators, and examining existing reports.

m Use database documentation and data dictionaries as a guide
but do not accept them as unaiterable fact. The fact that a field is defined in a
table or mentioned in a document does not mean the field exists, is actually
available for all customers, and is correctly loaded.

How Much Data Is Enough?

Unfortunately, there is no simple answer to this question. The answer depends
on the particular algorithms employed, the complexity of the data, and the rel-
ative frequency of possible outcomes. Statisticians have spent years develop-
ing tests for determining the smallest model set that can be used to produce a
model. Machine learning researchers have spent much time and energy devis-
ing ways to let parts of the training set be reused for validation and test. All of
this work ignores an important point: In the commercial world, statisticians
are scarce, and data is anything but.

In any case, where data is scarce, data mining is not only less effective, it is
less likely to be useful. Data mining is most useful when the sheer volume of
data obscures patterns that might be detectable in smaller databases. There-
fore, our advice is to use so much data that the questions about what consti-
tutes an adequate sample size simply do not arise. We generally start with tens
of thousands if not millions of preclassified records so that the training, vali-
dation, and test sets each contain many thousands of records.
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In data mining, more is better, but with some caveats. The first caveat has to
do with the relationship between the size of the model set and its density.
Density refers to the prevalence of the outcome of interests. Often the target
variable represents something relatively rare. It is rare for prospects to respond
to a direct mail offer. It is rare for credit card holders to commit fraud. In any
given month, it is rare for newspaper subscribers to cancel their subscriptions.
As discussed later in this chapter (in the section on creating the model set), it is
desirable for the model set to be balanced with equal numbers of each of the
outcomes during the model-building process. A smaller, balanced sample is
preferable to a larger one with a very low proportion of rare outcomes.

The second caveat has to do with the data miner’s time. When the model set
is large enough to build good, stable models, making it larger is counterproduc-
tive because everything will take longer to run on the larger dataset. Since data
mining is an iterative process, the time spent waiting for results can become very
large if each run of a modeling routine takes hours instead of minutes.

A simple test for whether the sample used for modeling is large enough is to
try doubling it and measure the improvement in the model’s accuracy. If the
model created using the larger sample is significantly better than the one cre-
ated using the smaller sample, then the smaller sample is not big enough. If
there is no improvement, or only a slight improvement, then the original sam-
ple is probably adequate.

How Much History Is Required?

Data mining uses data from the past to make predictions about the future. But
how far in the past should the data come from? This is another simple question
without a simple answer. The first thing to consider is seasonality. Most busi-
nesses display some degree of seasonality. Sales go up in the fourth quarter.
Leisure travel goes up in the summer. There should be enough historical data
to capture periodic events of this sort.

On the other hand, data from too far in the past may not be useful for min-
ing because of changing market conditions. This is especially true when some
external event such as a change in the regulatory regime has intervened. For
many customer-focused applications, 2 to 3 years of history is appropriate.
However, even in such cases, data about the beginning of the customer rela-
tionship often proves very valuable—what was the initial channel, what was
the initial offer, how did the customer initially pay, and so on.

How Many Variables?

Inexperienced data miners are sometimes in too much of a hurry to throw out
variables that seem unlikely to be interesting, keeping only a few carefully
chosen variables they expect to be important. The data mining approach calls
for letting the data itself reveal what is and is not important.
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Often, variables that had previously been ignored turn out to have predic-
tive value when used in combination with other variables. For example, one
credit card issuer, that had never included data on cash advances in its cus-
tomer profitability models, discovered through data mining that people who
use cash advances only in November and December are highly profitable. Pre-
sumably, these are people who are prudent enough to avoid borrowing money
at high interest rates most of the time (a prudence that makes them less likely
to default than habitual users of cash advances) but who need some extra cash
for the holidays and are willing to pay exorbitant interest to get it.

It is true that a final model is usually based on just a few variables. But these
few variables are often derived by combining several other variables, and it may
not have been obvious at the beginning which ones end up being important.

What Must the Data Contain?

At a minimum, the data must contain examples of all possible outcomes of
interest. In directed data mining, where the goal is to predict the value of a par-
ticular target variable, it is crucial to have a model set comprised of preclassi-
fied data. To distinguish people who are likely to default on a loan from people
who are not, there needs to be thousands of examples from each class to build
a model that distinguishes one from the other. When a new applicant comes
along, his or her application is compared with those of past customers, either
directly, as in memory-based reasoning, or indirectly through rules or neural
networks derived from the historical data. If the new application “looks like”
those of people who defaulted in the past, it will be rejected.

Implicit in this description is the idea that it is possible to know what hap-
pened in the past. To learn from our mistakes, we first have to recognize that
we have made them. This is not always possible. One company had to give up
on an attempt to use directed knowledge discovery to build a warranty claims
fraud model because, although they suspected that some claims might be
fraudulent, they had no idea which ones. Without a training set containing
warranty claims clearly marked as fraudulent or legitimate, it was impossible
to apply these techniques. Another company wanted a direct mail response
model built, but could only supply data on people who had responded to past
campaigns. They had not kept any information on people who had not
responded so there was no basis for comparison.

Step Three: Get to Know the Data

It is hard to overstate the importance of spending time exploring the data
before rushing into building models. Because of its importance, Chapter 17 is
devoted to this topic in detail. Good data miners seem to rely heavily on
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intuition—somehow being able to guess what a good derived variable to try
might be, for instance. The only way to develop intuition for what is going on
in an unfamiliar dataset is to immerse yourself in it. Along the way, you are
likely to discover many data quality problems and be inspired to ask many
questions that would not otherwise have come up.

Examine Distributions

A good first step is to examine a histogram of each variable in the dataset and
think about what it is telling you. Make note of anything that seems surpris-
ing. If there is a state code variable, is California the tallest bar? If not, why not?
Are some states missing? If so, does it seem plausible that this company does
not do business in those states? If there is a gender variable, are there similar
numbers of men and women? If not, is that unexpected? Pay attention to the
range of each variable. Do variables that should be counts take on negative
values? Do the highest and lowest values sound like reasonable values for that
variable to take on? Is the mean much different from the median? How many
missing values are there? Have the variable counts been consistent over time?

m As soon as you get your hands on a data file from a new source, it is a
good idea to profile the data to understand what is going on, including getting
counts and summary statistics for each field, counts of the number of distinct
values taken on by categorical variables, and where appropriate, cross-
tabulations such as sales by product by region. In addition to providing insight
into the data, the profiling exercise is likely to raise warning flags about
inconsistencies or definitional problems that could destroy the usefulness of
later analysis.

Data visualization tools can be very helpful during the initial exploration of
a database. Figure 3.6 shows some data from the 2000 census of the state of
New York. (This dataset may be downloaded from the companion Web site at
www.data-miners.com/companion where you will also find suggested exer-
cises that make use of it.) The red bars indicate the proportion of towns in the
county where more than 15 percent of homes are heated by wood. (In New
York, a town is a subdivision of a county that may or may not include any
incorporated villages or cities. For instance, the town of Cortland is in West-
chester county and includes the village of Croton-on-Hudson, whereas the city
of Cortland is in Cortland County, in another part of the state.) The picture,
generated by software from Quadstone, shows at a glance that wood-burning
stoves are not much used to heat homes in the urbanized counties close to
New York City, but are popular in rural areas upstate.
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Figure 3.6 Prevalence of wood as the primary source of heat varies by county in New York
state.

Compare Values with Descriptions

Look at the values of each variable and compare them with the description
given for that variable in available documentation. This exercise often reveals
that the descriptions are inaccurate or incomplete. In one dataset of grocery
purchases, a variable that was labeled as being an item count had many
noninteger values. Upon further investigation, it turned out that the field con-
tained an item count for products sold by the item, but a weight for items
sold by weight. Another dataset, this one from a retail catalog company,
included a field that was described as containing total spending over several
quarters. This field was mysteriously capable of predicting the target
variable—whether a customer had placed an order from a particular catalog
mailing. Everyone who had not placed an order had a zero value in the mys-
tery field. Everyone who had placed an order had a number greater than zero
in the field. We surmise that the field actually contained the value of the cus-
tomer’s order from the mailing in question. In any case, it certainly did not
contain the documented value.
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Validate Assumptions

Using simple cross-tabulation and visualization tools such as scatter plots, bar
graphs, and maps, validate assumptions about the data. Look at the target
variable in relation to various other variables to see such things as response by
channel or churn rate by market or income by sex. Where possible, try to
match reported summary numbers by reconstructing them directly from the
base-level data. For example, if reported monthly churn is 2 percent, count up
the number of customers that cancel one month and see if it is around 2 per-
cent of the total.

m Trying to recreate reported aggregate numbers from the detail data that
supposedly goes into them is an instructive exercise. In trying to explain the
discrepancies, you are likely to learn much about the operational processes and
business rules behind the reported numbers.

Ask Lots of Questions

Wherever the data does not seem to bear out received wisdom or your own
expectations, make a note of it. An important output of the data exploration
process is a list of questions for the people who supplied the data. Often these
questions will require further research because few users look at data as care-
fully as data miners do. Examples of the kinds of questions that are likely to
come out of the preliminary exploration are:

m Why are no auto insurance policies sold in New Jersey or
Massachusetts?

m Why were some customers active for 31 days in February, but none
were active for more than 28 days in January?

m Why were so many customers born in 1911? Are they really that old?
m Why are there no examples of repeat purchasers?

m What does it mean when the contract begin date is after the contract
end date?

m Why are there negative numbers in the sale price field?

m How can active customers have a non-null value in the cancelation
reason code field?

These are all real questions we have had occasion to ask about real data.
Sometimes the answers taught us things we hadn’t known about the client’s
industry. New Jersey and Massachusetts do not allow automobile insurers
much flexibility in setting rates, so a company that sees its main competitive
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advantage as smarter pricing does not want to operate in those markets. Other
times we learned about idiosyncrasies of the operational systems, such as the
data entry screen that insisted on a birth date even when none was known,
which lead to a lot of people being assigned the birthday November 11, 1911
because 11/11/11 is the date you get by holding down the “1” key and letting
it auto-repeat until the field is full (and no other keys work to fill in valid
dates). Sometimes we discovered serious problems with the data such as the
data for February being misidentified as January. And in the last instance, we
learned that the process extracting the data had bugs.

Step Four: Create a Model Set

The model set contains all the data that is used in the modeling process. Some
of the data in the model set is used to find patterns. Some of the data in the
model set is used to verify that the model is stable. Some is used to assess
the model’s performance. Creating a model set requires assembling data from
multiple sources to form customer signatures and then preparing the data for
analysis.

Assembling Customer Signatures

The model set is a table or collection of tables with one row per item to be stud-
ied, and fields for everything known about that item that could be useful for
modeling. When the data describes customers, the rows of the model set are
often called customer signatures. Assembling the customer signatures from rela-
tional databases often requires complex queries to join data from many tables
and then augmenting it with data from other sources.

Part of the data assembly process is getting all data to be at the correct level
of summarization so there is one value per customer, rather than one value per
transaction or one value per zip code. These issues are discussed in Chapter 17.

Creating a Balanced Sample

Very often, the data mining task involves learning to distinguish between
groups such as responders and nonresponders, goods and bads, or members
of different customer segments. As explained in the sidebar, data mining algo-
rithms do best when these groups have roughly the same number of members.
This is unlikely to occur naturally. In fact, it is usually the more interesting
groups that are underrepresented.

Before modeling, the dataset should be made balanced either by sampling
from the different groups at different rates or adding a weighting factor so that
the members of the most popular groups are not weighted as heavily as mem-
bers of the smaller ones.
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ADDING MORE NEEDLES TO THE HAYSTACK

In standard statistical analysis, it is common practice to throw out outliers—
observations that are far outside the normal range. In data mining, however,
these outliers may be just what we are looking for. Perhaps they represent
fraud, some sort of error in our business procedures, or some fabulously
profitable niche market. In these cases, we don’t want to throw out the outliers,
we want to get to know and understand them!

The problem is that knowledge discovery algorithms learn by example. If
there are not enough examples of a particular class or pattern of behavior, the
data mining tools will not be able to come up with a model for predicting it. In
this situation, we may be able to improve our chances by artificially enriching
the training data with examples of the rare event.

Stratified Sampling Weights
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When an outcome is rare, there are two ways to create a balanced sample.

For example, a bank might want to build a model of who is a likely prospect
for a private banking program. These programs appeal only to the very
wealthiest clients, few of whom are represented in even a fairly large sample of
bank customers. To build a model capable of spotting these fortunate
individuals, we might create a training set of checking transaction histories of a
population that includes 50 percent private banking clients even though they
represent fewer than 1 percent of all checking accounts.

Alternately, each private banking client might be given a weight of 1 and
other customers a weight of 0.01, so the total weight of the exclusive customers
equals the total weight of the rest of the customers (we prefer to have the
maximum weight be 1).
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Including Multiple Timeframes

The primary goal of the methodology is creating stable models. Among other
things, that means models that will work at any time of year and well into the
future. This is more likely to happen if the data in the model set does not all
come from one time of year. Even if the model is to be based on only 3 months
of history, different rows of the model set should use different 3-month win-
dows. The idea is to let the model generalize from the past rather than memo-
rize what happened at one particular time in the past.

Building a model on data from a single time period increases the risk of
learning things that are not generally true. One amusing example that the
authors once saw was an association rules model built on a single week’s worth
of point of sale data from a supermarket. Association rules try to predict items
a shopping basket will contain given that it is known to contain certain other
items. In this case, all the rules predicted eggs. This surprising result became
less so when we realized that the model set was from the week before Easter.

Creating a Model Set for Prediction

When the model set is going to be used for prediction, there is another aspect
of time to worry about. Although the model set should contain multiple time-
frames, any one customer signature should have a gap in time between the
predictor variables and the target variable. Time can always be divided into
three periods: the past, present, and future. When making a prediction, a
model uses data from the past to make predictions about the future.

As shown in Figure 3.7, all three of these periods should be represented in
the model set. Of course all data comes from the past, so the time periods in the
model set are actually the distant past, the not-so-distant past, and the recent
past. Predictive models are built be finding patterns in the distant past that
explain outcomes in the recent past. When the model is deployed, it is then
able to use data from the recent past to make predictions about the future.

Model Building Time

N

Not So
Distant Past Distant Recent Past Future
Past

Model Scoring Time
Figure 3.7 Data from the past mimics data from the past, present, and future.
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It may not be immediately obvious why some recent data—from the not-so-
distant past—is not used in a particular customer signature. The answer is that
when the model is applied in the present, no data from the present is available
as input. The diagram in Figure 3.8 makes this clearer.

If a model were built using data from June (the not-so-distant past) in order
to predict July (the recent past), then it could not be used to predict September
until August data was available. But when is August data available? Certainly
not in August, since it is still being created. Chances are, not in the first week
of September either, since it has to be collected and cleaned and loaded and
tested and blessed. In many companies, the August data will not be available
until mid-September or even October, by which point nobody will care about
predictions for September. The solution is to include a month of latency in the
model set.

Partitioning the Model Set

Once the preclassified data has been obtained from the appropriate time-
frames, the methodology calls for dividing it into three parts. The first part, the
training set, is used to build the initial model. The second part, the validation
set], is used to adjust the initial model to make it more general and less tied to
the idiosyncrasies of the training set. The third part, the test set, is used to
gauge the likely effectiveness of the model when applied to unseen data. Three
sets are necessary because once data has been used for one step in the process,
it can no longer be used for the next step because the information it contains
has already become part of the model; therefore, it cannot be used to correct or
judge.

January February  March April May June July August  September October

Target
Month

Model Building Time

Target
7 6 5 4 3 2 1 Month

Model Scoring Time

Figure 3.8 Time when the model is built compared to time when the model is used.
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People often find it hard to understand why the training set and validation
set are “tainted” once they have been used to build a model. An analogy may
help: Imagine yourself back in the fifth grade. The class is taking a spelling
test. Suppose that, at the end of the test period, the teacher asks you to estimate
your own grade on the quiz by marking the words you got wrong. You will
give yourself a very good grade, but your spelling will not improve. If, at the
beginning of the period, you thought there should be an ‘e’ at the end of
“tomato,” nothing will have happened to change your mind when you
grade your paper. No new information has entered the system. You need a val-
idation set!

Now, imagine that at the end of the test the teacher allows you to look at the
papers of several neighbors before grading your own. If they all agree that
“tomato” has no final ‘e, you may decide to mark your own answer wrong. If
the teacher gives the same quiz tomorrow, you will do better. But how much
better? If you use the papers of the very same neighbors to evaluate your per-
formance tomorrow, you may still be fooling yourself. If they all agree that
“potatoes” has no more need of an ‘e’ than “tomato,” and you have changed
your own guess to agree with theirs, then you will overestimate your actual
grade on the second quiz as well. That is why the test set should be different
from the validation set.

For predictive models, the test set should also come from a different time
period than the training and validation sets. The proof of a model’s stability is
in its ability to perform well month after month. A test set from a different time
period, often called an out of time test set, is a good way to verify model stabil-
ity, although such a test set is not always available.

Step Five: Fix Problems with the Data

All data is dirty. All data has problems. What is or isn’t a problem varies with
the data mining technique. For some, such as decision trees, missing values,
and outliers do not cause too much trouble. For others, such as neural net-
works, they cause all sorts of trouble. For that reason, some of what we have to
say about fixing problems with data can be found in the chapters on the tech-
niques where they cause the most difficulty. The rest of what we have to say on
this topic can be found in Chapter 17 in the section called “The Dark Side of
Data.”

The next few sections talk about some of the common problems that need to
be fixed.
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Categorical Variables with Too Many Values

Variables such as zip code, county, telephone handset model, and occupation
code are all examples of variables that convey useful information, but not in a
way that most data mining algorithms can handle. The problem is that while
where a person lives and what he or she does for work are important predic-
tors, there are so many possible values for the variables that carry this infor-
mation and so few examples in your data for most of the values, that variables
such as zip code and occupation end up being thrown away along with their
valuable information content.

Variables like these must either be grouped so that many classes that all
have approximately the same relationship to the target variable are grouped
together, or they must be replaced by interesting attributes of the zip code,
handset model or occupation. Replace zip codes by the zip code’s median
home price or population density or historical response rate or whatever else
seems likely to be predictive. Replace occupation with median salary for that
occupation. And so on.

Numeric Variables with Skewed
Distributions and Outliers

Skewed distributions and outliers cause problems for any data mining tech-
nique that uses the values arithmetically (by multiplying them by weights and
adding them together, for instance). In many cases, it makes sense to discard
records that have outliers. In other cases, it is better to divide the values into
equal sized ranges, such as deciles. Sometimes, the best approach is to trans-
form such variables to reduce the range of values by replacing each value with
its logarithm, for instance.

Missing Values

Some data mining algorithms are capable of treating “missing” as a value and
incorporating it into rules. Others cannot handle missing values, unfortu-
nately. None of the obvious solutions preserve the true distribution of the vari-
able. Throwing out all records with missing values introduces bias because it
is unlikely that such records are distributed randomly. Replacing the missing
value with some likely value such as the mean or the most common value adds
spurious information. Replacing the missing value with an unlikely value is
even worse since the data mining algorithms will not recognize that —999, say;,
is an unlikely value for age. The algorithms will go ahead and use it.
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When missing values must be replaced, the best approach is to impute them
by creating a model that has the missing value as its target variable.

Values with Meanings That Change over Time

When data comes from several different points in history, it is not uncommon
for the same value in the same field to have changed its meaning over time.
Credit class “A” may always be the best, but the exact range of credit scores
that get classed as an “A” may change from time to time. Dealing with this
properly requires a well-designed data warehouse where such changes in
meaning are recorded so a new variable can be defined that has a constant
meaning over time.

Inconsistent Data Encoding

When information on the same topic is collected from multiple sources, the
various sources often represent the same data different ways. If these differ-
ences are not caught, they add spurious distinctions that can lead to erroneous
conclusions. In one call-detail analysis project, each of the markets studied had
a different way of indicating a call to check one’s own voice mail. In one city, a
call to voice mail from the phone line associated with that mailbox was
recorded as having the same origin and destination numbers. In another city,
the same situation was represented by the presence of a specific nonexistent
number as the call destination. In yet another city, the actual number dialed to
reach voice mail was recorded. Understanding apparent differences in voice
mail habits between cities required putting the data in a common form.

The same data set contained multiple abbreviations for some states and, in
some cases, a particular city was counted separately from the rest of the state.
If issues like this are not resolved, you may find yourself building a model of
calling patterns to California based on data that excludes calls to Los Angeles.

Step Six: Transform Data to Bring
Information to the Surface

Once the data has been assembled and major data problems fixed, the data
must still be prepared for analysis. This involves adding derived fields to
bring information to the surface. It may also involve removing outliers, bin-
ning numeric variables, grouping classes for categorical variables, applying
transformations such as logarithms, turning counts into proportions, and the
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like. Data preparation is such an important topic that our colleague Dorian
Pyle has written a book about it, Data Preparation for Data Mining (Morgan
Kaufmann 1999), which should be on the bookshelf of every data miner. In this
book, these issues are addressed in Chapter 17. Here are a few examples of
such transformations.

Capture Trends

Most corporate data contains time series. Monthly snapshots of billing informa-
tion, usage, contacts, and so on. Most data mining algorithms do not understand
time series data. Signals such as “three months of declining revenue” cannot be
spotted treating each month’s observation independently. It is up to the data
miner to bring trend information to the surface by adding derived variables
such as the ratio of spending in the most recent month to spending the month
before for a short-term trend and the ratio of the most recent month to the same
month a year ago for a long-term trend.

Create Ratios and Other Combinations of Variables

Trends are one example of bringing information to the surface by combining
multiple variables. There are many others. Often, these additional fields are
derived from the existing ones in ways that might be obvious to a knowledge-
able analyst, but are unlikely to be considered by mere software. Typical exam-
ples include:

obesity index = height? / weight
PE = price / earnings

pop_density = population / area
rpm = revenue_passengers * miles

Adding fields that represent relationships considered important by experts
in the field is a way of letting the mining process benefit from that expertise.

Convert Counts to Proportions

Many datasets contain counts or dollar values that are not particularly inter-
esting in themselves because they vary according to some other value. Larger
households spend more money on groceries than smaller households. They
spend more money on produce, more money on meat, more money on pack-
aged goods, more money on cleaning products, more money on everything.
So comparing the dollar amount spent by different households in any one
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category, such as bakery, will only reveal that large households spend more. It
is much more interesting to compare the proportion of each household’s spend-
ing that goes to each category.

The value of converting counts to proportions can be seen by comparing
two charts based on the NY State towns dataset. Figure 3.9 compares the count
of houses with bad plumbing to the prevalence of heating with wood. A rela-
tionship is visible, but it is not strong. In Figure 3.10, where the count of houses
with bad plumbing has been converted into the proportion of houses with bad
plumbing, the relationship is much stronger. Towns where many houses have
bad plumbing also have many houses heated by wood. Does this mean that
wood smoke destroys plumbing? It is important to remember that the patterns
that we find determine correlation, not causation.

Figure 3.9 Chart comparing count of houses with bad plumbing to prevalence of heating
with wood.
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Figure 3.10 Chart comparing proportion of houses with bad plumbing to prevalence of
heating with wood.

Step Seven: Build Models

The details of this step vary from technique to technique and are described in
the chapters devoted to each data mining method. In general terms, this is the
step where most of the work of creating a model occurs. In directed data min-
ing, the training set is used to generate an explanation of the independent or
target variable in terms of the independent or input variables. This explana-
tion may take the form of a neural network, a decision tree, a linkage graph, or
some other representation of the relationship between the target and the other
fields in the database. In undirected data mining, there is no target variable.
The model finds relationships between records and expresses them as associa-
tion rules or by assigning them to common clusters.

Building models is the one step of the data mining process that has been
truly automated by modern data mining software. For that reason, it takes up
relatively little of the time in a data mining project.



78

Chapter 3

Step Eight: Assess Models

This step determines whether or not the models are working. A model assess-
ment should answer questions such as:

m How accurate is the model?

m How well does the model describe the observed data?

m How much confidence can be placed in the model’s predictions?
|

How comprehensible is the model?

Of course, the answer to these questions depends on the type of model that
was built. Assessment here refers to the technical merits of the model, rather
than the measurement phase of the virtuous cycle.

Assessing Descriptive Models

The rule, If (state="MA)’ then heating source is o0il, seems more descriptive
than the rule, If (area=339 OR area=351 OR area=413 OR area=508 OR
area=617 OR area=774 OR area=781 OR area=857 OR area=978) then heating
source is oil. Even if the two rules turn out to be equivalent, the first one seems
more expressive.

Expressive power may seem purely subjective, but there is, in fact, a theo-
retical way to measure it, called the minimum description length or MDL. The
minimum description length for a model is the number of bits it takes to
encode both the rule and the list of all exceptions to the rule. The fewer bits
required, the better the rule. Some data mining tools use MDL to decide which
sets of rules to keep and which to weed out.

Assessing Directed Models

Directed models are assessed on their accuracy on previously unseen data.
Different data mining tasks call for different ways of assessing performance of
the model as a whole and different ways of judging the likelihood that the
model yields accurate results for any particular record.

Any model assessment is dependent on context; the same model can look
good according to one measure and bad according to another. In the academic
field of machine learning—the source of many of the algorithms used for data
mining—researchers have a goal of generating models that can be understood
in their entirety. An easy-to-understand model is said to have good “mental
fit.” In the interest of obtaining the best mental fit, these researchers often
prefer models that consist of a few simple rules to models that contain many
such rules, even when the latter are more accurate. In a business setting, such



Data Mining Methodology and Best Practices

79

explicability may not be as important as performance—or may be more
important.

Model assessment can take place at the level of the whole model or at the
level of individual predictions. Two models with the same overall accuracy
may have quite different levels of variance among the individual predictions.
A decision tree, for instance, has an overall classification error rate, but each
branch and leaf of the tree also has an error rate as well.

Assessing Classifiers and Predictors

For classification and prediction tasks, accuracy is measured in terms of the
error rate, the percentage of records classified incorrectly. The classification
error rate on the preclassified test set is used as an estimate of the expected error
rate when classifying new records. Of course, this procedure is only valid if the
test set is representative of the larger population.

Our recommended method of establishing the error rate for a model is to
measure it on a test dataset taken from the same population as the training and
validation sets, but disjointed from them. In the ideal case, such a test set
would be from a more recent time period than the data in the model set; how-
ever, this is not often possible in practice.

A problem with error rate as an assessment tool is that some errors are
worse than others. A familiar example comes from the medical world where a
false negative on a test for a serious disease causes the patient to go untreated
with possibly life-threatening consequences whereas a false positive only
leads to a second (possibly more expensive or more invasive) test. A confusion
matrix or correct classification matrix, shown in Figure 3.11, can be used to sort
out false positives from false negatives. Some data mining tools allow costs to
be associated with each type of misclassification so models can be built to min-
imize the cost rather than the misclassification rate.

Assessing Estimators

For estimation tasks, accuracy is expressed in terms of the difference between
the predicted score and the actual measured result. Both the accuracy of any
one estimate and the accuracy of the model as a whole are of interest. A model
may be quite accurate for some ranges of input values and quite inaccurate for
others. Figure 3.12 shows a linear model that estimates total revenue based on
a product’s unit price. This simple model works reasonably well in one price
range but goes badly wrong when the price reaches the level where the elas-
ticity of demand for the product (the ratio of the percent change in quantity
sold to the percent change in price) is greater than one. An elasticity greater
than one means that any further price increase results in a decrease in revenue
because the increased revenue per unit is more than offset by the drop in the
number of units sold.
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Figure 3.11 A confusion matrix cross-tabulates predicted outcomes with actual outcomes.
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Figure 3.12 The accuracy of an estimator may vary considerably over the range of inputs.
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The standard way of describing the accuracy of an estimation model is by
measuring how far off the estimates are on average. But, simply subtracting the
estimated value from the true value at each point and taking the mean results
in a meaningless number. To see why, consider the estimates in Table 3.1.

The average difference between the true values and the estimates is zero;
positive differences and negative differences have canceled each other out.
The usual way of solving this problem is to sum the squares of the differences
rather than the differences themselves. The average of the squared differences
is called the variance. The estimates in this table have a variance of 10.

(=52 + 22 + =22 + 1?2 + 42 )/5 = (25 + 4 + 4 + 1 + 16)/5 = 50/5 = 10

The smaller the variance, the more accurate the estimate. A drawback to vari-
ance as a measure is that it is not expressed in the same units as the estimates
themselves. For estimated prices in dollars, it is more useful to know how far off
the estimates are in dollars rather than square dollars! For that reason, it is usual
to take the square root of the variance to get a measure called the standard devia-
tion. The standard deviation of these estimates is the square root of 10 or about
3.16. For our purposes, all you need to know about the standard deviation is that
it is a measure of how widely the estimated values vary from the true values.

Comparing Models Using Lift

Directed models, whether created using neural networks, decision trees,
genetic algorithms, or Ouija boards, are all created to accomplish some task.
Why not judge them on their ability to classify, estimate, and predict? The
most common way to compare the performance of classification models is to
use a ratio called lift. This measure can be adapted to compare models
designed for other tasks as well. What lift actually measures is the change in
concentration of a particular class when the model is used to select a group
from the general population.

lift = P(class.| sample) / P(class. | population)

Table 3.1 Countervailing Errors

TRUE VALUE ESTIMATED VALUE ERROR
127 132 -5
78 76 2
120 122 -2
130 129 1

95 91 4
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An example helps to explain this. Suppose that we are building a model to
predict who is likely to respond to a direct mail solicitation. As usual, we build
the model using a preclassified training dataset and, if necessary, a preclassi-
fied validation set as well. Now we are ready to use the test set to calculate the
model’s lift.

The classifier scores the records in the test set as either “predicted to respond”
or “not predicted to respond.” Of course, it is not correct every time, but if the
model is any good at all, the group of records marked “predicted to respond”
contains a higher proportion of actual responders than the test set as a whole.
Consider these records. If the test set contains 5 percent actual responders and
the sample contains 50 percent actual responders, the model provides a lift of 10
(50 divided by 5).

Is the model that produces the highest lift necessarily the best model? Surely
a list of people half of whom will respond is preferable to a list where only a
quarter will respond, right? Not necessarily—not if the first list has only 10
names on it!

The point is that lift is a function of sample size. If the classifier only picks
out 10 likely respondents, and it is right 100 percent of the time, it will achieve
a lift of 20—the highest lift possible when the population contains 5 percent
responders. As the confidence level required to classify someone as likely to
respond is relaxed, the mailing list gets longer, and the lift decreases.

Charts like the one in Figure 3.13 will become very familiar as you work
with data mining tools. It is created by sorting all the prospects according to
their likelihood of responding as predicted by the model. As the size of the
mailing list increases, we reach farther and farther down the list. The X-axis
shows the percentage of the population getting our mailing. The Y-axis shows
the percentage of all responders we reach.

If no model were used, mailing to 10 percent of the population would reach
10 percent of the responders, mailing to 50 percent of the population would
reach 50 percent of the responders, and mailing to everyone would reach all
the responders. This mass-mailing approach is illustrated by the line slanting
upwards. The other curve shows what happens if the model is used to select
recipients for the mailing. The model finds 20 percent of the responders by
mailing to only 10 percent of the population. Soliciting half the population
reaches over 70 percent of the responders.

Charts like the one in Figure 3.13 are often referred to as lift charts, although
what is really being graphed is cumulative response or concentration. Figure
3.13 shows the actual lift chart corresponding to the response chart in Figure
3.14. The chart shows clearly that lift decreases as the size of the target list
increases.
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Figure 3.13 Cumulative response for targeted mailing compared with mass mailing.

Problems with Lift

Lift solves the problem of how to compare the performance of models of dif-
ferent kinds, but it is still not powerful enough to answer the most important
questions: Is the model worth the time, effort, and money it cost to build it?
Will mailing to a segment where lift is 3 result in a profitable campaign?

These kinds of questions cannot be answered without more knowledge of
the business context, in order to build costs and revenues into the calculation.
Still, lift is a very handy tool for comparing the performance of two models
applied to the same or comparable data. Note that the performance of two
models can only be compared using lift when the tests sets have the same den-
sity of the outcome.
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Figure 3.14 A lift chart starts high and then goes to 1.

Step Nine: Deploy Models

Deploying a model means moving it from the data mining environment to the
scoring environment. This process may be easy or hard. In the worst case (and
we have seen this at more than one company), the model is developed in a spe-
cial modeling environment using software that runs nowhere else. To deploy
the model, a programmer takes a printed description of the model and recodes
it in another programming language so it can be run on the scoring platform.

A more common problem is that the model uses input variables that are not
in the original data. This should not be a problem since the model inputs are at
least derived from the fields that were originally extracted to from the model
set. Unfortunately, data miners are not always good about keeping a clean,
reusable record of the transformations they applied to the data.

The challenging in deploying data mining models is that they are often used
to score very large datasets. In some environments, every one of millions of cus-
tomer records is updated with a new behavior score every day. A score is sim-
ply an additional field in a database table. Scores often represent a probability
or likelihood so they are typically numeric values between 0 and 1, but by no
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means necessarily so. A score might also be a class label provided by a cluster-
ing model, for instance, or a class label with a probability.

Step Ten: Assess Results

The response chart in Figure 3.14compares the number of responders reached
for a given amount of postage, with and without the use of a predictive model.
A more useful chart would show how many dollars are brought in for a given
expenditure on the marketing campaign. After all, if developing the model is
very expensive, a mass mailing may be more cost-effective than a targeted one.

m What is the fixed cost of setting up the campaign and the model that
supports it?

m What is the cost per recipient of making the offer?
m What is the cost per respondent of fulfilling the offer?

m What is the value of a positive response?

Plugging these numbers into a spreadsheet makes it possible to measure the
impact of the model in dollars. The cumulative response chart can then be
turned into a cumulative profit chart, which determines where the sorted mail-
ing list should be cut off. If, for example, there is a high fixed price of setting
up the campaign and also a fairly high price per recipient of making the offer
(as when a wireless company buys loyalty by giving away mobile phones or
waiving renewal fees), the company loses money by going after too few
prospects because, there are still not enough respondents to make up for the
high fixed costs of the program. On the other hand, if it makes the offer to too
many people, high variable costs begin to hurt.

Of course, the profit model is only as good as its inputs. While the fixed and
variable costs of the campaign are fairly easy to come by, the predicted value
of a responder can be harder to estimate. The process of figuring out what a
customer is worth is beyond the scope of this book, but a good estimate helps
to measure the true value of a data mining model.

In the end, the measure that counts the most is return on investment. Mea-
suring lift on a test set helps choose the right model. Profitability models based
on lift will help decide how to apply the results of the model. But, it is very
important to measure these things in the field as well. In a database marketing
application, this requires always setting aside control groups and carefully
tracking customer response according to various model scores.

Step Eleven: Begin Again

Every data mining project raises more questions than it answers. This is a good
thing. It means that new relationships are now visible that were not visible
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before. The newly discovered relationships suggest new hypotheses to test
and the data mining process begins all over again.

Lessons Learned

Data mining comes in two forms. Directed data mining involves searching
through historical records to find patterns that explain a particular outcome.
Directed data mining includes the tasks of classification, estimation, predic-
tion, and profiling. Undirected data mining searches through the same records
for interesting patterns. It includes the tasks of clustering, finding association
rules, and description.

Data mining brings the business closer to data. As such, hypothesis testing
is a very important part of the process. However, the primary lesson of this
chapter is that data mining is full of traps for the unwary and following a
methodology based on experience can help avoid them.

The first hurdle is translating the business problem into one of the six tasks
that can be solved by data mining: classification, estimation, prediction, affin-
ity grouping, clustering, and profiling.

The next challenge is to locate appropriate data that can be transformed into
actionable information. Once the data has been located, it should be thoroughly
explored. The exploration process is likely to reveal problems with the data. It
will also help build up the data miner’s intuitive understanding of the data.
The next step is to create a model set and partition it into training, validation,
and test sets.

Data transformations are necessary for two purposes: to fix problems with
the data such as missing values and categorical variables that take on too
many values, and to bring information to the surface by creating new variables
to represent trends and other ratios and combinations.

Once the data has been prepared, building models is a relatively easy
process. Each type of model has its own metrics by which it can be assessed,
but there are also assessment tools that are independent of the type of model.
Some of the most important of these are the lift chart, which shows how the
model has increased the concentration of the desired value of the target vari-
able and the confusion matrix that shows that misclassification error rate for
each of the target classes. The next chapter uses examples from real data min-
ing projects to show the methodology in action.



Data Mining Applications in
Marketing and Customer
Relationship Management

Some people find data mining techniques interesting from a technical per-
spective. However, for most people, the techniques are interesting as a means
to an end. The techniques do not exist in a vacuum; they exist in a business
context. This chapter is about the business context.

This chapter is organized around a set of business objectives that can be
addressed by data mining. Each of the selected business objectives is linked to
specific data mining techniques appropriate for addressing the problem. The
business topics addressed in this chapter are presented in roughly ascending
order of complexity of the customer relationship. The chapter starts with the
problem of communicating with potential customers about whom little is
known, and works up to the varied data mining opportunities presented by
ongoing customer relationships that may involve multiple products, multiple
communications channels, and increasingly individualized interactions.

In the course of discussing the business applications, technical material is
introduced as appropriate, but the details of specific data mining techniques
are left for later chapters.

Prospecting

Prospecting seems an excellent place to begin a discussion of business appli-
cations of data mining. After all, the primary definition of the verb to prospect

87



Chapter 4

comes from traditional mining, where it means to explore for mineral deposits or
oil. As anoun, a prospect is something with possibilities, evoking images of oil
fields to be pumped and mineral deposits to be mined. In marketing, a prospect
is someone who might reasonably be expected to become a customer if
approached in the right way. Both noun and verb resonate with the idea of
using data mining to achieve the business goal of locating people who will be
valuable customers in the future.

For most businesses, relatively few of Earth’s more than six billion people
are actually prospects. Most can be excluded based on geography, age, ability
to pay, and need for the product or service. For example, a bank offering home
equity lines of credit would naturally restrict a mailing offering this type of
loan to homeowners who reside in jurisdictions where the bank is licensed to
operate. A company selling backyard swing sets would like to send its catalog
to households with children at addresses that seem likely to have backyards. A
magazine wants to target people who read the appropriate language and will
be of interest to its advertisers. And so on.

Data mining can play many roles in prospecting. The most important of
these are:

m Identifying good prospects
m Choosing a communication channel for reaching prospects

m Picking appropriate messages for different groups of prospects

Although all of these are important, the first—identifying good prospects—
is the most widely implemented.

Identifying Good Prospects

The simplest definition of a good prospect—and the one used by many
companies—is simply someone who might at least express interest in becom-
ing a customer. More sophisticated definitions are more choosey. Truly good
prospects are not only interested in becoming customers; they can afford to
become customers, they will be profitable to have as customers, they are
unlikely to defraud the company and likely to pay their bills, and, if treated
well, they will be loyal customers and recommend others. No matter how sim-
ple or sophisticated the definition of a prospect, the first task is to target them.

Targeting is important whether the message is to be conveyed through
advertising or through more direct channels such as mailings, telephone calls,
or email. Even messages on billboards are targeted to some degree; billboards
for airlines and rental car companies tend to be found next to highways that
lead to airports where people who use these services are likely to be among
those driving by.
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Data mining is applied to this problem by first defining what it means to be
a good prospect and then finding rules that allow people with those charac-
teristics to be targeted. For many companies, the first step toward using data
mining to identify good prospects is building a response model. Later in this
chapter is an extended discussion of response models, the various ways they
are employed, and what they can and cannot do.

Choosing a Communication Channel

Prospecting requires communication. Broadly speaking, companies intention-
ally communicate with prospects in several ways. One way is through public
relations, which refers to encouraging media to cover stories about the com-
pany and spreading positive messages by word of mouth. Although highly
effective for some companies (such as Starbucks and Tupperware), public rela-
tions are not directed marketing messages.

Of more interest to us are advertising and direct marketing. Advertising can
mean anything from matchbook covers to the annoying pop-ups on some
commercial Web sites to television spots during major sporting events to prod-
uct placements in movies. In this context, advertising targets groups of people
based on common traits; however, advertising does not make it possible to
customize messages to individuals. A later section discusses choosing the right
place to advertise, by matching the profile of a geographic area to the profile of
prospects.

Direct marketing does allow customization of messages for individuals.
This might mean outbound telephone calls, email, postcards, or glossy color
catalogs. Later in the chapter is a section on differential response analysis,
which explains how data mining can help determine which channels have
been effective for which groups of prospects.

Picking Appropriate Messages

Even when selling the same basic product or service, different messages are
appropriate for different people. For example, the same newspaper may
appeal to some readers primarily for its sports coverage and to others primar-
ily for its coverage of politics or the arts. When the product itself comes in
many variants, or when there are multiple products on offer, picking the right
message is even more important.

Even with a single product, the message can be important. A classic exam-
ple is the trade-off between price and convenience. Some people are very price
sensitive, and willing to shop in warehouses, make their phone calls late at
night, always change planes, and arrange their trips to include a Saturday
night. Others will pay a premium for the most convenient service. A message
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based on price will not only fail to motivate the convenience seekers, it runs
the risk of steering them toward less profitable products when they would be
happy to pay more.

This chapter describes how simple, single-campaign response models can be
combined to create a best next offer model that matches campaigns to cus-
tomers. Collaborative filtering, an approach to grouping customers into like-
minded segments that may respond to similar offers, is discussed in Chapter 8.

Data Mining to Choose the Right Place to Advertise

One way of targeting prospects is to look for people who resemble current
customers. For instance, through surveys, one nationwide publication deter-
mined that its readers have the following characteristics:

m 59 percent of readers are college educated.

m 46 percent have professional or executive occupations.

m 21 percent have household income in excess of $75,000/year.
]

7 percent have household income in excess of $100,000/ year.

Understanding this profile helps the publication in two ways: First, by tar-
geting prospects who match the profile, it can increase the rate of response to
its own promotional efforts. Second, this well-educated, high-income reader-
ship can be used to sell advertising space in the publication to companies
wishing to reach such an audience. Since the theme of this section is targeting
prospects, let’s look at how the publication used the profile to sharpen the
focus of its prospecting efforts. The basic idea is simple. When the publication
wishes to advertise on radio, it should look for stations whose listeners match
the profile. When it wishes to place “take one” cards on store counters, it
should do so in neighborhoods that match the profile. When it wishes to do
outbound telemarketing, it should call people who match the profile. The data
mining challenge was to come up with a good definition of what it means to
match the profile.

Who Fits the Profile?

One way of determining whether a customer fits a profile is to measure
the similarity—which we also call distance—between the customer and the
profile. Several data mining techniques use this idea of measuring similarity
as a distance. Memory-based reasoning, discussed in Chapter 8, is a technique
for classifying records based on the classifications of known records that
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are “in the same neighborhood.” Automatic cluster detection, the subject of
Chapter 11, is another data mining technique that depends on the ability to
calculate a distance between two records in order to find clusters of similar
records close to each other.

For this profiling example, the purpose is simply to define a distance metric
to determine how well prospects fit the profile. The data consists of survey
results that represent a snapshot of subscribers at a particular time. What sort
of measure makes sense with this data? In particular, what should be done
about the fact that the profile is expressed in terms of percentages (58 percent
are college educated; 7 percent make over $100,000), whereas an individual
either is or is not college educated and either does or does not make more than
$100,000?

Consider two survey participants. Amy is college educated, earns
$80,000/year, and is a professional. Bob is a high-school graduate earning
$50,000/year. Which one is a better match to the readership profile? The
answer depends on how the comparison is made. Table 4.1 shows one way to
develop a score using only the profile and a simple distance metric.

This table calculates a score based on the proportion of the audience that
agrees with each characteristic. For instance, because 58 percent of the reader-
ship is college educated, Amy gets a score of 0.58 for this characteristic. Bob,
who did not graduate from college, gets a score of 0.42 because the other
42 percent of the readership presumably did not graduate from college. This
is continued for each characteristic,c and the scores are added together.
Amy ends with a score of 2.18 and Bob with the higher score of 2.68. His higher
score reflects the fact that he is more similar to the profile of current readers
than is Amy.

Table 4.1 Calculating Fitness Scores for Individuals by Comparing Them along Each
Demographic Measure

READER- YES NO AMY BOB
SHIP SCORE SCORE AMY BOB SCORE SCORE

College 58% 0.58 0.42 YES NO 0.58 0.42
educated

Prof or exec 46% 0.46 0.54 YES NO 0.46 0.54
Income >$75K 21% 0.21 0.79 YES NO 0.21 0.79
Income >$100K 7% 0.07 0.93 NO NO 0.93 0.93

Total 2.18 2.68
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The problem with this approach is that while Bob looks more like the profile
than Amy does, Amy looks more like the audience the publication has
targeted—namely, college-educated, higher-income individuals. The success of
this targeting is evident from a comparison of the readership profile with the
demographic characteristics of the U.S. population as a whole. This suggests a
less naive approach to measuring an individual’s fit with the publication’s
audience by taking into account the characteristics of the general population in
addition to the characteristics of the readership. The approach measures the
extent to which a prospect differs from the general population in the same
ways that the readership does.

Compared to the population, the readership is better educated, more pro-
fessional, and better paid. In Table 4.2, the “Index” columns compare the read-
ership’s characteristics to the entire population by dividing the percent of the
readership that has a particular attribute by the percent of the population that
has it. Now, we see that the readership is almost three times more likely to be
college educated than the population as a whole. Similarly, they are only about
half as likely not to be college educated. By using the indexes as scores for each
characteristic, Amy gets a score of 8.42 (2.86 + 2.40 + 2.21 + 0.95) versus Bob
with a score of only 3.02 (0.53 + 0.67 + 0.87 + 0.95). The scores based on indexes
correspond much better with the publication’s target audience. The new scores
make more sense because they now incorporate the additional information
about how the target audience differs from the U.S. population as a whole.

Table 4.2 Calculating Scores by Taking the Proportions in the Population into Account

YES
READER- US READER-
SHIP 0] SHIP
College 58% 20.3% 2.86 42% 79.7%  0.53
educated
Prof or exec 46% 19.2% 2.40 549 80.8% 0.67
Income >$75K 21% 9.5% 2.21 79% 90.5% 0.87

Income >$100K 7% 2.4% 2.92 93% 976%  0.95
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m When comparing customer profiles, it is important to keep in mind the
profile of the population as a whole. For this reason, using indexes is often
better than using raw values.

Chapter 11 describes a related notion of similarity based on the difference
between two angles. In that approach, each measured attribute is considered a
separate dimension. Taking the average value of each attribute as the origin,
the profile of current readers is a vector that represents how far he or she dif-
fers from the larger population and in what direction. The data representing a
prospect is also a vector. If the angle between the two vectors is small, the
prospect differs from the population in the same direction.

Measuring Fitness for Groups of Readers

The idea behind index-based scores can be extended to larger groups of peo-
ple. This is important because the particular characteristics used for measuring
the population may not be available for each customer or prospect. Fortu-
nately, and not by accident, the preceding characteristics are all demographic
characteristics that are available through the U.S. Census and can be measured
by geographical divisions such as census tract (see the sidebar, “Data by Cen-
sus Tract”).

The process here is to rate each census tract according to its fitness for the
publication. The idea is to estimate the proportion of each census tract that fits
the publication’s readership profile. For instance, if a census tract has an adult
population that is 58 percent college educated, then everyone in it gets a fit-
ness score of 1 for this characteristic. If 100 percent are college educated, then
the score is still 1—a perfect fit is the best we can do. If, however, only 5.8 per-
cent graduated from college, then the fitness score for this characteristic is 0.1.
The overall fitness score is the average of the individual scores for each char-
acteristic.

Figure 4.1 provides an example for three census tracts in Manhattan. Each
tract has a different proportion of the four characteristics being considered.
This data can be combined to get an overall fitness score for each tract. Note
that everyone in the tract gets the same score. The score represents the propor-
tion of the population in that tract that fits the profile.
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DATA BY CENSUS TRACT

The U.S. government is constitutionally mandated to carry out an enumeration
of the population every 10 years. The primary purpose of the census is to
allocate seats in the House of Representatives to each state. In the process of
satisfying this mandate, the census also provides a wealth of information about
the American population.

The U.S. Census Bureau (www.census.gov) surveys the American population
using two questionnaires, the short form and the long form (not counting
special purposes questionnaires, such as the one for military personnel). Most
people get the short form, which asks a few basic questions about gender, age,
ethnicity, and household size. Approximately 2 percent of the population gets
the long form, which asks much more detailed questions about income,
occupation, commuting habits, spending patterns, and more. The responses to
these questionnaires provide the basis for demographic profiles.

The Census Bureau strives to keep this information up to date between each
decennial census. The Census Bureau does not release information about
individuals. Instead, it aggregates the information by small geographic areas. The
most commonly used is the census tract, consisting of about 4,000 individuals.
Although census tracts do vary in size, they are much more consistent in
population than other geographic units, such as counties and postal codes.

The census does have smaller geographic units, blocks and block groups;
however, in order to protect the privacy of residents, some data is not made
available below the level of census tracts. From these units, it is possible to
aggregate information by county, state, metropolitan statistical area (MSA),
legislative districts, and so on. The following figure shows some census tracts in
the center of Manhattan:

Census Tract 189

Edu College+ 19.2%
Occ Prof+Exec 17.8%
HHI $75K+ 5.0%
HHI $100K+ 2.4%

Census Tract 122
Edu College+ 66.7%
Occ Prof+Exec 45.0%
HHI $75K+ 58.0%
HHI $100K+ 50.2%

Census Tract 129
Edu College+ 44.8%
Occ Prof+Exec 36.5%
HHI $75K+ 14.8%
HHI $100K+ 7.2%
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DATA BY CENSUS TRACT (continued)

One philosophy of marketing is based on the old proverb “birds of a feather
flock together.” That is, people with similar interests and tastes live in similar
areas (whether voluntarily or because of historical patterns of discrimination).
According to this philosophy, it is a good idea to market to people where you
already have customers and in similar areas. Census information can be
valuable, both for understanding where concentrations of customers are
located and for determining the profile of similar areas.

Tract 189 Goal Tract Fitness
EduCollege+ 19.2% 61.3%  0.31
Occ Prof+Exec 17.8%  45.5% 0.39

HHI $75K+ 50% 22.6% 0.22
HHI $100K+ 2.4% 7.4% 0.32
Overall Advertising Fitness 0.31

Tract 122 Goal Tract Fitness
Edu College+ 66.7% 61.3% 1.00
Occ Prof+Exec  45.0% 45.5% 0.99
HHI $75K+ 58.0% 22.6% 1.00
HHI $100K+ 50.2% 7.4% 1.00

Overall Advertising Fitness 1.00 \

Tract 129 Goal Tract Fitness
Edu College+ 448% 61.3% 0.73
Occ Prof+Exec  36.5% 45.5% 0.80

HHI $75K+ 14.8% 22.6% 0.65
HHI $100K+ 7.2% 7.4% 0.97
Overall Advertising Fitness 0.79

Figure 4.1 Example of calculating readership fitness for three census tracts in Manhattan.

Data Mining to Improve Direct
Marketing Campaigns

Advertising can be used to reach prospects about whom nothing is known as
individuals. Direct marketing requires at least a tiny bit of additional informa-
tion such as a name and address or a phone number or an email address.
Where there is more information, there are also more opportunities for data
mining. At the most basic level, data mining can be used to improve targeting
by selecting which people to contact.
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Actually, the first level of targeting does not require data mining, only data.
In the United States, and to a lesser extent in many other countries, there is
quite a bit of data available about a large proportion of the population. In
many countries, there are companies that compile and sell household-level
data on all sorts of things including income, number of children, education
level, and even hobbies. Some of this data is collected from public records.
Home purchases, marriages, births, and deaths are matters of public record
that can be gathered from county courthouses and registries of deeds. Other
data is gathered from product registration forms. Some is imputed using mod-
els. The rules governing the use of this data for marketing purposes vary from
country to country. In some, data can be sold by address, but not by name. In
others data may be used only for certain approved purposes. In some coun-
tries, data may be used with few restrictions, but only a limited number of
households are covered. In the United States, some data, such as medical
records, is completely off limits. Some data, such as credit history, can only be
used for certain approved purposes. Much of the rest is unrestricted.

m The United States is unusual in both the extent of commercially
available household data and the relatively few restrictions on its use. Although
household data is available in many countries, the rules governing its use differ.
There are especially strict rules governing transborder transfers of personal
data. Before planning to use houshold data for marketing, look into its
availability in your market and the legal restrictions on making use of it.

Household-level data can be used directly for a first rough cut at segmenta-
tion based on such things as income, car ownership, or presence of children.
The problem is that even after the obvious filters have been applied, the remain-
ing pool can be very large relative to the number of prospects likely to respond.
Thus, a principal application of data mining to prospects is targeting—finding
the prospects most likely to actually respond to an offer.

Response Modeling

Direct marketing campaigns typically have response rates measured in the
single digits. Response models are used to improve response rates by identify-
ing prospects who are more likely to respond to a direct solicitation. The most
useful response models provide an actual estimate of the likelihood of
response, but this is not a strict requirement. Any model that allows prospects
to be ranked by likelihood of response is sufficient. Given a ranked list, direct
marketers can increase the percentage of responders reached by campaigns by
mailing or calling people near the top of the list.

The following sections describe several ways that model scores can be
used to improve direct marketing. This discussion is independent of the data



Data Mining Applications

97

mining techniques used to generate the scores. It is worth noting, however,
that many of the data mining techniques in this book can and have been
applied to response modeling.

According to the Direct Marketing Association, an industry group, a typical
mailing of 100,000 pieces costs about $100,000 dollars, although the price can
vary considerably depending on the complexity of the mailing. Of that, some
of the costs, such as developing the creative content, preparing the artwork,
and initial setup for printing, are independent of the size of the mailing. The
rest of the cost varies directly with the number of pieces mailed. Mailing lists
of known mail order responders or active magazine subscribers can be pur-
chased on a price per thousand names basis. Mail shop production costs and
postage are charged on a similar basis. The larger the mailing, the less impor-
tant the fixed costs become. For ease of calculation, the examples in this book
assume that it costs one dollar to reach one person with a direct mail cam-
paign. This is not an unreasonable estimate, although simple mailings cost less
and very fancy mailings cost more.

Optimizing Response for a Fixed Budget

The simplest way to make use of model scores is to use them to assign ranks.
Once prospects have been ranked by a propensity-to-respond score, the
prospect list can be sorted so that those most likely to respond are at the top of
the list and those least likely to respond are at the bottom. Many modeling
techniques can be used to generate response scores including regression mod-
els, decision trees, and neural networks.

Sorting a list makes sense whenever there is neither time nor budget to
reach all prospects. If some people must be left out, it makes sense to leave out
the ones who are least likely to respond. Not all businesses feel the need to
leave out prospects. A local cable company may consider every household in
its town to be a prospect and it may have the capacity to write or call every one
of those households several times a year. When the marketing plan calls for
making identical offers to every prospect, there is not much need for response
modeling! However, data mining may still be useful for selecting the proper
messages and to predict how prospects are likely to behave as customers.

A more likely scenario is that the marketing budget does not allow the same
level of engagement with every prospect. Consider a company with 1 million
names on its prospect list and $300,000 to spend on a marketing campaign that
has a cost of one dollar per contact. This company, which we call the Simplify-
ing Assumptions Corporation (or SAC for short), can maximize the number of
responses it gets for its $300,000 expenditure by scoring the prospect list with
a response model and sending its offer to the prospects with the top 300,000
scores. The effect of this action is illustrated in Figure 4.2.
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Models are used to produce scores. When a cutoff score is used to decide
which customers to include in a campaign, the customers are, in effect, being
classified into two groups—those likely to respond, and those not likely to
respond. One way of evaluating a classification rule is to examine its error
rates. In a binary classification task, the overall misclassification rate has two
components, the false positive rate, and the false negative rate. Changing the
cutoff score changes the proportion of the two types of error. For a response
model where a higher score indicates a higher liklihood to respond, choosing a
high score as the cutoff means fewer false positive (people labled as
responders who do not respond) and more false negatives (people labled as
nonresponders who would respond).

An ROC curve is used to represent the relationship of the false-positive rate
to the false-negative rate of a test as the cutoff score varies. The letters ROC
stand for “Receiver Operating Characteristics” a name that goes back to the
curve’s origins in World War Il when it was developed to assess the ability of
radar operators to identify correctly a blip on the radar screen , whether the
blip was an enemy ship or something harmless. Today, ROC curves are more
likely to used by medical researchers to evaluate medical tests. The false
positive rate is plotted on the X-axis and one minus the false negative rate is
plotted on the Y-axis. The ROC curve in the following figure
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ROC CURVES (continued)

Reflects a test with the error profile represented by the following table:

FN 0 2 4 8 12 22 32 46 60 80 100
FP 100 72 44 30 16 11 6 4 2 1 0

Choosing a cutoff for the model score such that there are very few false
positives, leads to a high rate of false negatives and vice versa. A good model
(or medical test) has some scores that are good at discriminating between
outcomes, thereby reducing both kinds of error. When this is true, the ROC
curve bulges towards the upper-left corner. The area under the ROC curve is a
measure of the model’s ability to differentiate between two outcomes. This
measure is called discrimination. A perfect test has discrimination of 1 and a
useless test for two outcomes has discrimination 0.5 since that is the area
under the diagonal line that represents no model.

ROC curves tend to be less useful for marketing applications than in some
other domains. One reason is that the false positive rates are so high and the
false negative rates so low that even a large change in the cutoff score does not
change the shape of the curve much.
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Figure 4.2 A cumulative gains or concentration chart shows the benefit of using a model.
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The upper, curved line plots the concentration, the percentage of all respon-
ders captured as more and more of the prospects are included in the campaign.
The straight diagonal line is there for comparison. It represents what happens
with no model so the concentration does not vary as a function of penetration.
Mailing to 30 percent of the prospects chosen at random would find 30 percent
of the responders. With the model, mailing to the top 30 percent of prospects
finds 65 percent of the responders. The ratio of concentration to penetration is
the lift. The difference between these two lines is the benefit. Lift was discussed
in the previous chapter. Benefit is discussed in a sidebar.

The model pictured here has lift of 2.17 at the third decile, meaning that
using the model, SAC will get twice as many responders for its expenditure of
$300,000 than it would have received by mailing to 30 percent of its one million
prospects at random.

Optimizing Campaign Profitability

There is no doubt that doubling the response rate to a campaign is a desirable
outcome, but how much is it actually worth? Is the campaign even profitable?
Although lift is a useful way of comparing models, it does not answer these
important questions. To address profitability, more information is needed. In
particular, calculating profitability requires information on revenues as well as
costs. Let’s add a few more details to the SAC example.

The Simplifying Assumptions Corporation sells a single product for a
single price. The price of the product is $100. The total cost to SAC to manu-
facture, warehouse and distribute the product is $55 dollars. As already
mentioned, it costs one dollar to reach a prospect. There is now enough
information to calculate the value of a response. The gross value of each
response is $100. The net value of each response takes into account the costs
associated with the response ($55 for the cost of goods and $1 for the contact)
to achieve net revenue of $44 per response. This information is summarized in
Table 4.3.

Table 4.3 Profit/Loss Matrix for the Simplifying Assumptions Corporation

MAILED RESPONDED

Yes No

Yes $44 $-1
No $0 $0
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Concentration charts, such as the one pictured in Figure 4.2, are usually
discussed in terms of lift. Lift measures the relationship of concentration to
penetration and is certainly a useful way of comparing the performance of two
models at a given depth in the prospect list. However, it fails to capture another
concept that seems intuitively important when looking at the chart—namely,
how far apart are the lines, and at what penetration are they farthest apart?

Our colleague, the statistician Will Potts, gives the name benefit to the
difference between concentration and penetration. Using his nomenclature, the
point where this difference is maximized is the point of maximum benefit Note
that the point of maximum benefit does not correspond to the point of highest
lift. Lift is always maximized at the left edge of the concentration chart where
the concentration is highest and the slope of the curve is steepest.

The point of maximum benefit is a bit more interesting. To explain some of
its useful properties this sidebar makes reference to some things (such ROC
curves and KS tests) that are not explained in the main body of the book. Each
bulleted point is a formal statement about the maximum benefit point on the
concentration curve. The formal statements are followed by informal
explanations.

¢ The maximum benefit is proportional to the maximum distance between
the cumulative distribution functions of the probabilities in each class.

What this means is that the model score that cuts the prospect list at the
penetration where the benefit is greatest is also the score that maximizes
the Kolmogorov-Smirnov (KS) statistic. The KS test is popular among some
statisticians, especially in the financial services industry. It was developed
as a test of whether two distributions are different. Splitting the list at the
point of maximum benefit results in a “good list” and a “bad list” whose
distributions of responders are maximally separate from each other and
from the population. In this case, the “good list” has a maximum propor-
tion of responders and the “bad list” has a minimum proportion.

¢ The maximum benefit point on the concentration curve corresponds to
the maximum perpendicular distance between the corresponding ROC
curve and the no-model line.

The ROC curve resembles the more familiar concentration or cumulative
gains chart, so it is not surprising that there is a relationship between them. As
explained in another sidebar, the ROC curve shows the trade-off between two
types of misclassification error. The maximum benefit point on the cumulative
gains chart corresponds to a point on the ROC curve where the separation
between the classes is maximized.

¢ The maximum benefit point corresponds to the decision rule that maxi-
mizes the unweighted average of sensitivity and specificity.
(continued)
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BENEFIT (continued)

As used in the medical world, sensitivity is the proportion of true posi-
tives among people who get a positive result on a test. In other words, it
is the true positives divided by the sum of the true positives and false
positives. Sensitivity measures the likelihood that a diagnosis based on
the test is correct. Specificity is the proportion of true negatives among
people who get a negative result on the test. A good test should be both
sensitive and specific. The maximum benefit point is the cutoff that max-
imizes the average of these two measures. In Chapter 8, these concepts
go by the names recall and precision, the terminology used in informa-
tion retrieval. Recall measures the number of articles on the correct topic
returned by a Web search or other text query. Precision measures the
percentage of the returned articles that are on the correct topic.

¢ The maximum benefit point corresponds to a decision rule that mini-
mizes the expected loss assuming the misclassification costs are in-
versely proportional to the prevalence of the target classes.

One way of evaluating classification rules is to assign a cost to each type
of misclassification and compare rules based on that cost. Whether they
represent responders, defaulters, fraudsters, or people with a particular
disease, the rare cases are generally the most interesting so missing one of
them is more costly than misciassifying one of the common cases. Under
that assumption, the maximum benefit picks a good classification rule.

This table says that if a prospect is contacted and responds, the company
makes forty-four dollars. If a prospect is contacted, but fails to respond, the
company loses $1. In this simplified example, there is neither cost nor benefit
in choosing not to contact a prospect. A more sophisticated analysis might take
into account the fact that there is an opportunity cost to not contacting a
prospect who would have responded, that even a nonresponder may become
a better prospect as a result of the contact through increased brand awareness,
and that responders may have a higher lifetime value than indicated by the
single purchase. Apart from those complications, this simple profit and loss
matrix can be used to translate the response to a campaign into a profit figure.
Ignoring campaign overhead fixed costs, if one prospect responds for every 44
who fail to respond, the campaign breaks even. If the response rate is better
than that, the campaign is profitable.

m If the cost of a failed contact is set too low, the profit and loss
matrix suggests contacting everyone. This may not be a good idea for other
reasons. It could lead to prospects being bombarded with innapropriate offers.
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How the Model Affects Profitability

How does the model whose lift and benefit are characterized by Figure 4.2
affect the profitability of a campaign? The answer depends on the start-up cost
for the campaign, the underlying prevalence of responders in the population
and on the cutoff penetration of people contacted. Recall that SAC had a bud-
get of $300,000. Assume that the underlying prevalence of responders in the
population is 1 percent. The budget is enough to contact 300,000 prospects, or
30 percent of the prospect pool. At a depth of 30 percent, the model provides lift
of about 2, so SAC can expect twice as many responders as they would have
without the model. In this case, twice as many means 2 percent instead of 1 per-
cent, yielding 6,000 (2% * 300,000) responders each of whom is worth $44 in net
revenue. Under these assumptions, SAC grosses $600,000 and nets $264,000
from responders. Meanwhile, 98 percent of prospects or 294,000 do not
respond. Each of these costs a dollar, so SAC loses $30,000 on the campaign.

Table 4.4 shows the data used to generate the concentration chart in Figure
4.2. It suggests that the campaign could be made profitable by spending less
money to contact fewer prospects while getting a better response rate. Mailing
to only 10,000 prospects, or the top 10 percent of the prospect list, achieves a
lift of 3. This turns the underlying response rate of 1 percent into a response
rate of 3 percent. In this scenario, 3,000 people respond yielding revenue of
$132,000. There are now 97,000 people who fail to respond and each of them
costs one dollar. The resulting profit is $35,000. Better still, SAC has $200,000
left in the marketing budget to use on another campaign or to improve the
offer made in this one, perhaps increasing response still more.

Table 4.4 Lift and Cumulative Gains by Decile

CUMULATIVE

PENETRATION GAINS GAINS LIFT
0% 0% 0% 0
10% 30% 30% 3.000
20% 20% 50% 2.500
30% 15% 65% 2.167
40% 13% 78% 1.950
50% 7% 85% 1.700
60% 5% 90% 1.500
70% 4% 94% 1.343
80% 4% 96% 1.225
90% 2% 100% 1.111

100% 0% 100% 1.000
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A smaller, better-targeted campaign can be more profitable than a larger and
more expensive one. Lift increases as the list gets smaller, so is smaller always
better? The answer is no because the absolute revenue decreases as the num-
ber of responders decreases. As an extreme example, assume the model can
generate lift of 100 by finding a group with 100 percent response rate when the
underlying response rate is 1 percent. That sounds fantastic, but if there are
only 10 people in the group, they are still only worth $440. Also, a more realis-
tic example would include some up-front fixed costs. Figure 4.3 shows what
happens with the assumption that there is a $20,000 fixed cost for the cam-
paign in addition to the cost of $1 per contact, revenue of $44 per response, and
an underlying response rate of 1 percent. The campaign is only profitable for a
small range of file penetrations around 10 percent.

Using the model to optimize the profitability of a campaign seems more
attractive than simply using it to pick whom to include on a mailing or call list
of predetermined size, but the approach is not without pitfalls. For one thing,
the results are dependent on the campaign cost, the response rate, and the rev-
enue per responder, none of which are known prior to running the campaign.
In the example, these were known, but in real life, they can only be estimated.
It would only take a small variation in any one of these to turn the campaign
in the example above completely unprofitable or to make it profitable over a
much larger range of deciles.

Profit by Decile
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Figure 4.3 Campaign profitability as a function of penetration.
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Figure 4.4 A 20 percent variation in response rate, cost, and revenue per responder has a
large effect on the profitability of a campaign.

Figure 4.4 shows what would happen to this campaign if the assumptions
on cost, response rate, and revenue were all off by 20 percent. Under the pes-
simistic scenario, the best that can be achieved is a loss of $20,000. Under the
optimistic scenario, the campaign achieves maximum profitability of $161,696
at 40 percent penetration. Estimates of cost tend to be fairly accurate since they
are based on postage rates, printing charges, and other factors that can be
determined in advance. Estimates of response rates and revenues are usually
little more than guesses. So, while optimizing a campaign for profitability
sounds appealing, it is unlikely to be possible in practice without conducting
an actual test campaign. Modeling campaign profitability in advance is
primarily a what-if analysis to determine likely profitability bounds based on
various assumptions. Although optimizing a campaign in advance is not par-
ticularly useful, it can be useful to measure the results of a campaign after it
has been run. However, to do this effectively, there need to be customers
included in the campaign with a full range of response scores—even cus-
tomers from lower deciles.

m The profitability of a campaign depends on so many factors that
can only be estimated in advance that the only reliable way to do it is to use an

actual market test.
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Reaching the People Most Influenced by the Message

One of the more subtle simplifying assumptions made so far is that when a
model with good lift is identifying people who respond to the offer. Since these
people receive an offer and proceed to make purchases at a higher rate than
other people, the assumption seems to be confirmed. There is another possi-
bility, however: The model could simply be identifying people who are likely
to buy the product with or without the offer.

This is not a purely theoretical concern. A large bank, for instance, did a
direct mail campaign to encourage customers to open investment accounts.
Their analytic group developed a model for response for the mailing. They
went ahead and tested the campaign, using three groups:

m Control group: A group chosen at random to receive the mailing.

m Test group: A group chosen by modeled response scores to receive the
mailing.

m Holdout group: A group chosen by model scores who did not receive the
mailing.

The models did quite well. That is, the customers who had high model
scores did indeed respond at a higher rate than the control group and cus-
tomers with lower scores. However, customers in the holdout group also
responded at the same rate as customers in the test group.

What was happening? The model worked correctly to identify people inter-
ested in such accounts. However, every part of the bank was focused on get-
ting customers to open investment accounts—broadcast advertising, posters
in branches, messages on the Web, training for customer service staff. The
direct mail was drowned in the noise from all the other channels, and turned
out to be unnecessary.

m To test whether both a model and the campaign it supports are effective,
track the relationship of response rate to model score among prospects in a
holdout group who are not part of the campaign as well as among prospects
who are included in the campaign.

The goal of a marketing campaign is to change behavior. In this regard,
reaching a prospect who is going to purchase anyway is little more effective
than reaching a prospect who will not purchase despite having received the
offer. A group identified as likely responders may also be less likely to be influ-
enced by a marketing message. Their membership in the target group means
that they are likely to have been exposed to many similar messages in the past
from competitors. They are likely to already have the product or a close sub-
stitute or to be firmly entrenched in their refusal to purchase it. A marketing
message may make more of a difference with people who have not heard it all
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before. Segments with the highest scores might have responded anyway, even
without the marketing investment. This leads to the almost paradoxical con-
clusion that the segments with the highest scores in a response model may not
provide the biggest return on a marketing investment.

Differential Response Analysis

The way out of this dilemma is to directly model the actual goal of the cam-
paign, which is not simply reaching prospects who then make purchases. The
goal should be reaching prospects who are more likely to make purchases
because of having been contacted. This is known as differential response analysis.

Differential response analysis starts with a treated group and a control
group. If the treatment has the desired effect, overall response will be higher in
the treated group than in the control group. The object of differential response
analysis is to find segments where the difference in response between the
treated and untreated groups is greatest. Quadstone’s marketing analysis soft-
ware has a module that performs this differential response analysis (which
they call “uplift analysis”) using a slightly modified decision tree as illustrated
in Figure 4.5.

The tree in the illustration is based on the response data from a test mailing,
shown in Table 4.5. The data tabulates the take-up rate by age and sex for an
advertised service for a treated group that received a mailing and a control
group that did not.

It doesn’t take much data mining to see that the group with the highest
response rate is young men who received the mailing, followed by old men
who received the mailing. Does that mean that a campaign for this service
should be aimed primarily at men? Not if the goal is to maximize the number
of new customers who would not have signed up without prompting. Men
included in the campaign do sign up for the service in greater numbers than
women, but men are more likely to purchase the service in any case. The dif-
ferential response tree makes it clear that the group most affected by the cam-
paign is old women. This group is not at all likely (0.4 percent) to purchase the
service without prompting, but with prompting they experience a more than
tenfold increase in purchasing.

Table 4.5 Response Data from a Test Mailing

CONTROL GROUP TREATED (MAILED TO) GROUP
YOUNG OoLD YOUNG oLD
women 0.8% 0.4% 4.1% (13.3) 4.6% (T4.2)

men 2.8% 3.3% 6.2% (13.4) 5.2% (T1.9)
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Figure 4.5 Quadstone’s differential response tree tries to maximize the difference in
response between the treated group and a control group.

Using Current Customers to Learn About Prospects

A good way to find good prospects is to look in the same places that today’s best
customers came from. That means having some of way of determining who the
best customers are today. It also means keeping a record of how current cus-
tomers were acquired and what they looked like at the time of acquisition.

Of course, the danger of relying on current customers to learn where to look
for prospects is that the current customers reflect past marketing decisions.
Studying current customers will not suggest looking for new prospects any-
place that hasn’t already been tried. Nevertheless, the performance of current
customers is a great way to evaluate the existing acquisition channels. For
prospecting purposes, it is important to know what current customers looked
like back when they were prospects themselves. Ideally you should:

m Start tracking customers before they become customers.
m Gather information from new customers at the time they are acquired.

m Model the relationship between acquisition-time data and future out-
comes of interest.

The following sections provide some elaboration.
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Start Tracking Customers before
They Become Customers

It is a good idea to start recording information about prospects even before
they become customers. Web sites can accomplish this by issuing a cookie each
time a visitor is seen for the first time and starting an anonymous profile that
remembers what the visitor did. When the visitor returns (using the same
browser on the same computer), the cookie is recognized and the profile is
updated. When the visitor eventually becomes a customer or registered user,
the activity that led up to that transition becomes part of the customer record.

Tracking responses and responders is good practice in the offline world as
well. The first critical piece of information to record is the fact that the prospect
responded at all. Data describing who responded and who did not is a necessary
ingredient of future response models. Whenever possible, the response data
should also include the marketing action that stimulated the response, the chan-
nel through which the response was captured, and when the response came in.

Determining which of many marketing messages stimulated the response
can be tricky. In some cases, it may not even be possible. To make the job eas-
ier, response forms and catalogs include identifying codes. Web site visits cap-
ture the referring link. Even advertising campaigns can be distinguished by
using different telephone numbers, post office boxes, or Web addresses.

Depending on the nature of the product or service, responders may be
required to provide additional information on an application or enrollment
form. If the service involves an extension of credit, credit bureau information
may be requested. Information collected at the beginning of the customer rela-
tionship ranges from nothing at all to the complete medical examination some-
times required for a life insurance policy. Most companies are somewhere in
between.

Gather Information from New Customers

When a prospect first becomes a customer, there is a golden opportunity to
gather more information. Before the transformation from prospect to cus-
tomer, any data about prospects tends to be geographic and demographic.
Purchased lists are unlikely to provide anything beyond name, contact infor-
mation, and list source. When an address is available, it is possible to infer
other things about prospects based on characteristics of their neighborhoods.
Name and address together can be used to purchase household-level informa-
tion about prospects from providers of marketing data. This sort of data is use-
ful for targeting broad, general segments such as “young mothers” or “urban
teenagers” but is not detailed enough to form the basis of an individualized
customer relationship.
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Among the most useful fields that can be collected for future data mining
are the initial purchase date, initial acquisition channel, offer responded to, ini-
tial product, initial credit score, time to respond, and geographic location. We
have found these fields to be predictive a wide range of outcomes of interest
such as expected duration of the relationship, bad debt, and additional
purchases. These initial values should be maintained as is, rather than being
overwritten with new values as the customer relationship develops.

Acquisition-Time Variables Can Predict Future Outcomes

By recording everything that was known about a customer at the time of
acquisition and then tracking customers over time, businesses can use data
mining to relate acquisition-time variables to future outcomes such as cus-
tomer longevity, customer value, and default risk. This information can then
be used to guide marketing efforts by focusing on the channels and messages
that produce the best results. For example, the survival analysis techniques
described in Chapter 12 can be used to establish the mean customer lifetime
for each channel. It is not uncommon to discover that some channels yield cus-
tomers that last twice as long as the customers from other channels. Assuming
that a customer’s value per month can be estimated, this translates into an
actual dollar figure for how much more valuable a typical channel A customer
is than a typical channel B customer—a figure that is as valuable as the cost-
per-response measures often used to rate channels.

Data Mining for Customer Relationship
Management

Customer relationship management naturally focuses on established cus-
tomers. Happily, established customers are the richest source of data for min-
ing. Best of all, the data generated by established customers reflects their
actual individual behavior. Does the customer pay bills on time? Check or
credit card? When was the last purchase? What product was purchased? How
much did it cost? How many times has the customer called customer service?
How many times have we called the customer? What shipping method does
the customer use most often? How many times has the customer returned a
purchase? This kind of behavioral data can be used to evaluate customers’
potential value, assess the risk that they will end the relationship, assess the
risk that they will stop paying their bills, and anticipate their future needs.

Matching Campaigns to Customers

The same response model scores that are used to optimize the budget for a
mailing to prospects are even more useful with existing customers where they
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can be used to tailor the mix of marketing messages that a company directs to
its existing customers. Marketing does not stop once customers have been
acquired. There are cross-sell campaigns, up-sell campaigns, usage stimula-
tion campaigns, loyalty programs, and so on. These campaigns can be thought
of as competing for access to customers.

When each campaign is considered in isolation, and all customers are given
response scores for every campaign, what typically happens is that a similar
group of customers gets high scores for many of the campaigns. Some cus-
tomers are just more responsive than others, a fact that is reflected in the model
scores. This approach leads to poor customer relationship management. The
high-scoring group is bombarded with messages and becomes irritated and
unresponsive. Meanwhile, other customers never hear from the company and
so are not encouraged to expand their relationships.

An alternative is to send a limited number of messages to each customer,
using the scores to decide which messages are most appropriate for each one.
Even a customer with low scores for every offer has higher scores for some
then others. In Mastering Data Mining (Wiley, 1999), we describe how this
system has been used to personalize a banking Web site by highlighting the
products and services most likely to be of interest to each customer based on
their banking behavior.

Segmenting the Customer Base

Customer segmentation is a popular application of data mining with estab-
lished customers. The purpose of segmentation is to tailor products, services,
and marketing messages to each segment. Customer segments have tradition-
ally been based on market research and demographics. There might be a
“young and single” segment or a “loyal entrenched segment.” The problem
with segments based on market research is that it is hard to know how to
apply them to all the customers who were not part of the survey. The problem
with customer segments based on demographics is that not all “young and
singles” or “empty nesters” actually have the tastes and product affinities
ascribed to their segment. The data mining approach is to identify behavioral
segments.

Finding Behavioral Segments

One way to find behavioral segments is to use the undirected clustering tech-
niques described in Chapter 11. This method leads to clusters of similar
customers but it may be hard to understand how these clusters relate to the
business. In Chapter 2, there is an example of a bank successfully using auto-
matic cluster detection to identify a segment of small business customers that
were good prospects for home equity credit lines. However, that was only one
of 14 clusters found and others did not have obvious marketing uses.
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More typically, a business would like to perform a segmentation that places
every customer into some easily described segment. Often, these segments are
built with respect to a marketing goal such as subscription renewal or high
spending levels. Decision tree techniques described in Chapter 6 are ideal for
this sort of segmentation.

Another common case is when there are preexisting segment definition that
are based on customer behavior and the data mining challenge is to identify
patterns in the data that correspond to the segments. A good example is the
grouping of credit card customers into segments such as “high balance
revolvers” or “high volume transactors.”

One very interesting application of data mining to the task of finding pat-
terns corresponding to predefined customer segments is the system that AT&T
Long Distance uses to decide whether a phone is likely to be used for business
purposes.

AT&T views anyone in the United States who has a phone and is not already
a customer as a potential customer. For marketing purposes, they have long
maintained a list of phone numbers called the Universe List. This is as com-
plete as possible a list of U.S. phone numbers for both AT&T and non-AT&T
customers flagged as either business or residence. The original method of
obtaining non-AT&T customers was to buy directories from local phone com-
panies, and search for numbers that were not on the AT&T customer list. This
was both costly and unreliable and likely to become more so as the companies
supplying the directories competed more and more directly with AT&T. The
original way of determining whether a number was a home or business was to
call and ask.

In 1995, Corina Cortes and Daryl Pregibon, researchers at Bell Labs (then a
part of AT&T) came up with a better way. AT&T, like other phone companies,
collects call detail data on every call that traverses its network (they are legally
mandated to keep this information for a certain period of time). Many of these
calls are either made or received by noncustomers. The telephone numbers of
non-customers appear in the call detail data when they dial AT&T 800 num-
bers and when they receive calls from AT&T customers. These records can be
analyzed and scored for likelihood to be businesses based on a statistical
model of businesslike behavior derived from data generated by known busi-
nesses. This score, which AT&T calls “bizocity,” is used to determine which
services should be marketed to the prospects.

Every telephone number is scored every day. AT&T’s switches process
several hundred million calls each day, representing about 65 million distinct
phone numbers. Over the course of a month, they see over 300 million
distinct phone numbers. Each of those numbers is given a small profile that
includes the number of days since the number was last seen, the average daily
minutes of use, the average time between appearances of the number on the
network, and the bizocity score.
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The bizocity score is generated by a regression model that takes into account
the length of calls made and received by the number, the time of day that call-
ing peaks, and the proportion of calls the number makes to known businesses.
Each day’s new data adjusts the score. In practice, the score is a weighted aver-
age over time with the most recent data counting the most.

Bizocity can be combined with other information in order to address partic-
ular business segments. One segment of particular interest in the past is home
businesses. These are often not recognized as businesses even by the local
phone company that issued the number. A phone number with high bizocity
that is at a residential address or one that has been flagged as residential by the
local phone company is a good candidate for services aimed at people who
work at home.

Tying Market Research Segments to Behavioral Data

One of the big challenges with traditional survey-based market research is that
it provides a lot of information about a few customers. However, to use the
results of market research effectively often requires understanding the charac-
teristics of all customers. That is, market research may find interesting seg-
ments of customers. These then need to be projected onto the existing customer
base using available data. Behavioral data can be particularly useful for this;
such behavioral data is typically summarized from transaction and billing his-
tories. One requirement of the market research is that customers need to be
identified so the behavior of the market research participants is known.

Most of the directed data mining techniques discussed in this book can be
used to build a classification model to assign people to segments based on
available data. All that is needed is a training set of customers who have
already been classified. How well this works depends largely on the extent to
which the customer segments are actually supported by customer behavior.

Reducing Exposure to Credit Risk

Learning to avoid bad customers (and noticing when good customers are
about to turn bad) is as important as holding on to good customers. Most
companies whose business exposes them to consumer credit risk do credit
screening of customers as part of the acquisition process, but risk modeling
does not end once the customer has been acquired.

Predicting Who Will Default

Assessing the credit risk on existing customers is a problem for any business
that provides a service that customers pay for in arrears. There is always the
chance that some customers will receive the service and then fail to pay for it.
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Nonrepayment of debt is one obvious example; newspapers subscriptions,
telephone service, gas and electricity, and cable service are among the many
services that are usually paid for only after they have been used.

Of course, customers who fail to pay for long enough are eventually cut off.
By that time they may owe large sums of money that must be written off. With
early warning from a predictive model, a company can take steps to protect
itself. These steps might include limiting access to the service or decreasing the
length of time between a payment being late and the service being cut off.

Involuntary churn, as termination of services for nonpayment is sometimes
called, can be modeled in multiple ways. Often, involuntary churn is consid-
ered as a binary outcome in some fixed amount of time, in which case tech-
niques such as logistic regression and decision trees are appropriate. Chapter
12 shows how this problem can also be viewed as a survival analysis problem,
in effect changing the question from “Will the customer fail to pay next
month?” to “How long will it be until half the customers have been lost to
involuntary churn?”

One of the big differences between voluntary churn and involuntary churn
is that involuntary churn often involves complicated business processes, as
bills go through different stages of being late. Over time, companies may
tweak the rules that guide the processes to control the amount of money that
they are owed. When looking for accurate numbers in the near term, modeling
each step in the business processes may be the best approach.

Improving Collections

Once customers have stopped paying, data mining can aid in collections.
Models are used to forecast the amount that can be collected and, in some
cases, to help choose the collection strategy. Collections is basically a type of
sales. The company tries to sell its delinquent customers on the idea of paying
its bills instead of some other bill. As with any sales campaign, some prospec-
tive payers will be more receptive to one type of message and some to another.

Determining Customer Value

Customer value calculations are quite complex and although data mining has
a role to play, customer value calculations are largely a matter of getting finan-
cial definitions right. A seemingly simple statement of customer value is the
total revenue due to the customer minus the total cost of maintaining the cus-
tomer. But how much revenue should be attributed to a customer? Is it what
he or she has spent in total to date? What he or she spent this month? What we
expect him or her to spend over the next year? How should indirect revenues
such as advertising revenue and list rental be allocated to customers?



Data Mining Applications

115

Costs are even more problematic. Businesses have all sorts of costs that may
be allocated to customers in peculiar ways. Even ignoring allocated costs and
looking only at direct costs, things can still be pretty confusing. Is it fair to
blame customers for costs over which they have no control? Two Web cus-
tomers order the exact same merchandise and both are promised free delivery.
The one that lives farther from the warehouse may cost more in shipping, but
is she really a less valuable customer? What if the next order ships from a dif-
ferent location? Mobile phone service providers are faced with a similar prob-
lem. Most now advertise uniform nationwide rates. The providers’ costs are
far from uniform when they do not own the entire network. Some of the calls
travel over the company’s own network. Others travel over the networks of
competitors who charge high rates. Can the company increase customer value
by trying to discourage customers from visiting certain geographic areas?

Once all of these problems have been sorted out, and a company has agreed
on a definition of retrospective customer value, data mining comes into play in
order to estimate prospective customer value. This comes down to estimating
the revenue a customer will bring in per unit time and then estimating the cus-
tomer’s remaining lifetime. The second of these problems is the subject of
Chapter 12.

Cross-selling, Up-selling, and Making Recommendations

With existing customers, a major focus of customer relationship management
is increasing customer profitability through cross-selling and up-selling. Data
mining is used for figuring out what to offer to whom and when to offer it.

Finding the Right Time for an Offer

Charles Schwab, the investment company, discovered that customers gener-
ally open accounts with a few thousand dollars even if they have considerably
more stashed away in savings and investment accounts. Naturally, Schwab
would like to attract some of those other balances. By analyzing historical
data, they discovered that customers who transferred large balances into
investment accounts usually did so during the first few months after they
opened their first account. After a few months, there was little return on trying
to get customers to move in large balances. The window was closed. As a
results of learning this, Schwab shifted its strategy from sending a constant
stream of solicitations throughout the customer life cycle to concentrated
efforts during the first few months.

A major newspaper with both daily and Sunday subscriptions noticed a
similar pattern. If a Sunday subscriber upgrades to daily and Sunday, it usu-
ally happens early in the relationship. A customer who has been happy with
just the Sunday paper for years is much less likely to change his or her habits.
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Making Recommendations

One approach to cross-selling makes use of association rules, the subject of
Chapter 9. Association rules are used to find clusters of products that usually
sell together or tend to be purchased by the same person over time. Customers
who have purchased some, but not all of the members of a cluster are good
prospects for the missing elements. This approach works for retail products
where there are many such clusters to be found, but is less effective in areas
such as financial services where there are fewer products and many customers
have a similar mix, and the mix is often determined by product bundling and
previous marketing efforts.

Retention and Churn

Customer attrition is an important issue for any company, and it is especially
important in mature industries where the initial period of exponential growth
has been left behind. Not surprisingly, churn (or, to look on the bright side,
retention) is a major application of data mining. We use the term churn as it is
generally used in the telephone industry to refer to all types of customer attri-
tion whether voluntary or involuntary; churn is a useful word because it is one
syllable and easily used as both a noun and a verb.

Recognizing Churn

One of the first challenges in modeling churn is deciding what it is and recog-
nizing when it has occurred. This is harder in some industries than in others.
At one extreme are businesses that deal in anonymous cash transactions.
When a once loyal customer deserts his regular coffee bar for another down
the block, the barista who knew the customer’s order by heart may notice,
but the fact will not be recorded in any corporate database. Even in cases
where the customer is identified by name, it may be hard to tell the difference
between a customer who has churned and one who just hasn’t been around for
a while. If a loyal Ford customer who buys a new F150 pickup every 5 years
hasn’t bought one for 6 years, can we conclude that he has defected to another
brand?

Churn is a bit easier to spot when there is a monthly billing relationship, as
with credit cards. Even there, however, attrition might be silent. A customer
stops using the credit card, but doesn’t actually cancel it. Churn is easiest to
define in subscription-based businesses, and partly for that reason, churn
modeling is most popular in these businesses. Long-distance companies,
mobile phone service providers, insurance companies, cable companies, finan-
cial services companies, Internet service providers, newspapers, magazines,
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and some retailers all share a subscription model where customers have a for-
mal, contractual relationship which must be explicitly ended.

Why Churn Matters

Churn is important because lost customers must be replaced by new cus-
tomers, and new customers are expensive to acquire and generally generate
less revenue in the near term than established customers. This is especially
true in mature industries where the market is fairly saturated—anyone likely
to want the product or service probably already has it from somewhere, so the
main source of new customers is people leaving a competitor.

Figure 4.6 illustrates that as the market becomes saturated and the response
rate to acquisition campaigns goes down, the cost of acquiring new customers
goes up. The chart shows how much each new customer costs for a direct mail
acquisition campaign given that the mailing costs $1 and it includes an offer of
$20 in some form, such as a coupon or a reduced interest rate on a credit card.
When the response rate to the acquisition campaign is high, such as 5 percent,
the cost of a new customer is $40. (It costs $100 dollars to reach 100 people, five
of whom respond at a cost of $20 dollars each. So, five new customers cost $200
dollars.) As the response rate drops, the cost increases rapidly. By the time the
response rate drops to 1 percent, each new customer costs $200. At some point,
it makes sense to spend that money holding on to existing customers rather
than attracting new ones.

$250

$200 4

$150 4

$100 4

Cost per Response

$50 4

$0

1.0% 2.0% 3.0% 4.0% 5.0%

Response Rate

Figure 4.6 As the response rate to an acquisition campaign goes down, the cost per
customer acquired goes up.
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Retention campaigns can be very effective, but also very expensive. A mobile
phone company might offer an expensive new phone to customers who renew
a contract. A credit card company might lower the interest rate. The problem
with these offers is that any customer who is made the offer will accept it. Who
wouldn’t want a free phone or a lower interest rate? That means that many of
the people accepting the offer would have remained customers even without it.
The motivation for building churn models is to figure out who is most at risk
for attrition so as to make the retention offers to high-value customers who
might leave without the extra incentive.

Different Kinds of Churn

Actually, the discussion of why churn matters assumes that churn is voluntary.
Customers, of their own free will, decide to take their business elsewhere. This
type of attrition, known as voluntary churn, is actually only one of three possi-
bilities. The other two are involuntary churn and expected churn.

Involuntary churn, also known as forced attrition, occurs when the company,
rather than the customer, terminates the relationship—most commonly due to
unpaid bills. Expected churn occurs when the customer is no longer in the tar-
get market for a product. Babies get teeth and no longer need baby food. Work-
ers retire and no longer need retirement savings accounts. Families move away
and no longer need their old local newspaper delivered to their door.

It is important not to confuse the different types of churn, but easy to do so.
Consider two mobile phone customers in identical financial circumstances.
Due to some misfortune, neither can afford the mobile phone service any
more. Both call up to cancel. One reaches a customer service agent and is
recorded as voluntary churn. The other hangs up after ten minutes on hold
and continues to use the phone without paying the bill. The second customer
is recorded as forced churn. The underlying problem—Ilack of money—is the
same for both customers, so it is likely that they will both get similar scores.
The model cannot predict the difference in hold times experienced by the two
subscribers.

Companies that mistake forced churn for voluntary churn lose twice—once
when they spend money trying to retain customers who later go bad and again
in increased write-offs.

Predicting forced churn can also be dangerous. Because the treatment given
to customers who are not likely to pay their bills tends to be nasty—phone ser-
vice is suspended, late fees are increased, dunning letters are sent more
quickly. These remedies may alienate otherwise good customers and increase
the chance that they will churn voluntarily.

In many companies, voluntary churn and involuntary churn are the respon-
sibilities of different groups. Marketing is concerned with holding on to good
customers and finance is concerned with reducing exposure to bad customers.
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From a data mining point of view, it is better to address both voluntary and
involuntary churn together since all customers are at risk for both kinds of
churn to varying degrees.

Different Kinds of Churn Model

There are two basic approaches to modeling churn. The first treats churn as a
binary outcome and predicts which customers will leave and which will stay.
The second tries to estimate the customers’ remaining lifetime.

Predicting Who Will Leave

To model churn as a binary outcome, it is necessary to pick some time horizon.
If the question is “Who will leave tomorrow?” the answer is hardly anyone. If
the question is “Who will have left in 100 years?” the answer, in most busi-
nesses, is nearly everyone. Binary outcome churn models usually have a fairly
short time horizon such as 60 or 90 days. Of course, the horizon cannot be too
short or there will be no time to act on the model’s predictions.

Binary outcome churn models can be built with any of the usual tools for
classification including logistic regression, decision trees, and neural networks.
Historical data describing a customer population at one time is combined with
a flag showing whether the customers were still active at some later time. The
modeling task is to discriminate between those who left and those who stayed.

The outcome of a binary churn model is typically a score that can be used to
rank customers in order of their likelihood of churning. The most natural score
is simply the probability that the customer will leave within the time horizon
used for the model. Those with voluntary churn scores above a certain thresh-
old can be included in a retention program. Those with involuntary churn
scores above a certain threshold can be placed on a watch list.

Typically, the predictors of churn turn out to be a mixture of things that were
known about the customer at acquisition time, such as the acquisition channel
and initial credit class, and things that occurred during the customer relation-
ship such as problems with service, late payments, and unexpectedly high or
low bills. The first class of churn drivers provides information on how to lower
future churn by acquiring fewer churn-prone customers. The second class of
churn drivers provides insight into how to reduce the churn risk for customers
who are already present.

Predicting How Long Customers Will Stay

The second approach to churn modeling is the less common method, although
it has some attractive features. In this approach, the goal is to figure out
how much longer a customer is likely to stay. This approach provides more
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information than simply whether the customer is expected to leave within 90
days. Having an estimate of remaining customer tenure is a necessary ingredi-
ent for a customer lifetime value model. It can also be the basis for a customer
loyalty score that defines a loyal customer as one who will remain for a long
time in the future rather than one who has remained a long time up until now.

One approach to modeling customer longevity would be to take a snapshot
of the current customer population, along with data on what these customers
looked like when they were first acquired, and try to estimate customer tenure
directly by trying to determine what long-lived customers have in common
besides an early acquisition date. The problem with this approach, is that the
longer customers have been around, the more different market conditions were
back when they were acquired. Certainly it is not safe to assume that the char-
acteristics of someone who got a cellular subscription in 1990 are good predic-
tors of which of today’s new customers will keep their service for many years.

A better approach is to use survival analysis techniques that have been bor-
rowed and adapted from statistics. These techniques are associated with the
medical world where they are used to study patient survival rates after med-
ical interventions and the manufacturing world where they are used to study
the expected time to failure of manufactured components.

Survival analysis is explained in Chapter 12. The basic idea is to calculate for
each customer (or for each group of customers that share the same values for
model input variables such as geography, credit class, and acquisition chan-
nel) the probability that having made it as far as today, he or she will leave
before tomorrow. For any one tenure this hazard, as it is called, is quite small,
but it is higher for some tenures than for others. The chance that a customer
will survive to reach some more distant future date can be calculated from the
intervening hazards.

Lessons Learned

The data mining techniques described in this book have applications in fields
as diverse as biotechnology research and manufacturing process control. This
book, however, is written for people who, like the authors, will be applying
these techniques to the kinds of business problems that arise in marketing
and customer relationship management. In most of the book, the focus on
customer-centric applications is implicit in the choice of examples used to
illustrate the techniques. In this chapter, that focus is more explicit.

Data mining is used in support of both advertising and direct marketing to
identify the right audience, choose the best communications channels, and
pick the most appropriate messages. Prospective customers can be compared
to a profile of the intended audience and given a fitness score. Should infor-
mation on individual prospects not be available, the same method can be used
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to assign fitness scores to geographic neighborhoods using data of the type
available form the U.S. census bureau, Statistics Canada, and similar official
sources in many countries.

A common application of data mining in direct modeling is response mod-
eling. A response model scores prospects on their likelihood to respond to a
direct marketing campaign. This information can be used to improve the
response rate of a campaign, but is not, by itself, enough to determine cam-
paign profitability. Estimating campaign profitability requires reliance on esti-
mates of the underlying response rate to a future campaign, estimates of
average order sizes associated with the response, and cost estimates for fulfill-
ment and for the campaign itself. A more customer-centric use of response
scores is to choose the best campaign for each customer from among a number
of competing campaigns. This approach avoids the usual problem of indepen-
dent, score-based campaigns, which tend to pick the same people every time.

It is important to distinguish between the ability of a model to recognize
people who are interested in a product or service and its ability to recognize
people who are moved to make a purchase based on a particular campaign or
offer. Differential response analysis offers a way to identify the market seg-
ments where a campaign will have the greatest impact. Differential response
models seek to maximize the difference in response between a treated group
and a control group rather than trying to maximize the response itself.

Information about current customers can be used to identify likely prospects
by finding predictors of desired outcomes in the information that was known
about current customers before they became customers. This sort of analysis is
valuable for selecting acquisition channels and contact strategies as well as for
screening prospect lists. Companies can increase the value of their customer
data by beginning to track customers from their first response, even before they
become customers, and gathering and storing additional information when
customers are acquired.

Once customers have been acquired, the focus shifts to customer relation-
ship management. The data available for active customers is richer than that
available for prospects and, because it is behavioral in nature rather than sim-
ply geographic and demographic, it is more predictive. Data mining is used to
identify additional products and services that should be offered to customers
based on their current usage patterns. It can also suggest the best time to make
a cross-sell or up-sell offer.

One of the goals of a customer relationship management program is to
retain valuable customers. Data mining can help identify which customers are
the most valuable and evaluate the risk of voluntary or involuntary churn
associated with each customer. Armed with this information, companies can
target retention offers at customers who are both valuable and at risk, and take
steps to protect themselves from customers who are likely to default.
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From a data mining perspective, churn modeling can be approached as
either a binary-outcome prediction problem or through survival analysis.
There are advantages and disadvantages to both approaches. The binary out-
come approach works well for a short horizon, while the survival analysis
approach can be used to make forecasts far into the future and provides insight
into customer loyalty and customer value as well.



The Lure of Statistics: Data
Mining Using Familiar Tools

For statisticians (and economists too), the term “data mining” has long had a
pejorative meaning. Instead of finding useful patterns in large volumes of
data, data mining has the connotation of searching for data to fit preconceived
ideas. This is much like what politicians do around election time—search for
data to show the success of their deeds; this is certainly not what we mean by
data mining! This chapter is intended to bridge some of the gap between sta-
tisticians and data miners.

The two disciplines are very similar. Statisticians and data miners com-
monly use many of the same techniques, and statistical software vendors now
include many of the techniques described in the next eight chapters in their
software packages. Statistics developed as a discipline separate from mathe-
matics over the past century and a half to help scientists make sense of obser-
vations and to design experiments that yield the reproducible and accurate
results we associate with the scientific method. For almost all of this period,
the issue was not too much data, but too little. Scientists had to figure out
how to understand the world using data collected by hand in notebooks.
These quantities were sometimes mistakenly recorded, illegible due to fading
and smudged ink, and so on. Early statisticians were practical people who
invented techniques to handle whatever problem was at hand. Statisticians are
still practical people who use modern techniques as well as the tried and true.

123
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What is remarkable and a testament to the founders of modern statistics is
that techniques developed on tiny amounts of data have survived and still
prove their utility. These techniques have proven their worth not only in the
original domains but also in virtually all areas where data is collected, from
agriculture to psychology to astronomy and even to business.

Perhaps the greatest statistician of the twentieth century was R. A. Fisher,
considered by many to be the father of modern statistics. In the 1920s, before
the invention of modern computers, he devised methods for designing and
analyzing experiments. For two years, while living on a farm outside London,
he collected various measurements of crop yields along with potential
explanatory variables—amount of rain and sun and fertilizer, for instance. To
understand what has an effect on crop yields, he invented new techniques
(such as analysis of variance—ANOVA) and performed perhaps a million cal-
culations on the data he collected. Although twenty-first-century computer
chips easily handle many millions of calculations in a second, each of Fisher’s
calculations required pulling a lever on a manual calculating machine. Results
trickled in slowly over weeks and months, along with sore hands and calluses.

The advent of computing power has clearly simplified some aspects of
analysis, although its bigger effect is probably the wealth of data produced. Our
goal is no longer to extract every last iota of possible information from each rare
datum. Our goal is instead to make sense of quantities of data so large that they
are beyond the ability of our brains to comprehend in their raw format.

The purpose of this chapter is to present some key ideas from statistics that
have proven to be useful tools for data mining. This is intended to be neither a
thorough nor a comprehensive introduction to statistics; rather, it is an intro-
duction to a handful of useful statistical techniques and ideas. These tools are
shown by demonstration, rather than through mathematical proof.

The chapter starts with an introduction to what is probably the most impor-
tant aspect of applied statistics—the skeptical attitude. It then discusses looking
at data through a statistician’s eye, introducing important concepts and termi-
nology along the way. Sprinkled through the chapter are examples, especially
for confidence intervals and the chi-square test. The final example, using the chi-
square test to understand geography and channel, is an unusual application of
the ideas presented in the chapter. The chapter ends with a brief discussion of
some of the differences between data miners and statisticians—differences in
attitude that are more a matter of degree than of substance.

Occam’s Razor

William of Occam was a Franciscan monk born in a small English town in
1280—not only before modern statistics was invented, but also before the Renais-
sance and the printing press. He was an influential philosopher, theologian,
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and professor who expounded many ideas about many things, including church
politics. As a monk, he was an ascetic who took his vow of poverty very seri-
ously. He was also a fervent advocate of the power of reason, denying the
existence of universal truths and espousing a modern philosophy that was
quite different from the views of most of his contemporaries living in the
Middle Ages.

What does William of Occam have to do with data mining? His name has
become associated with a very simple idea. He himself explained it in Latin
(the language of learning, even among the English, at the time), “Entia non sunt
multiplicanda sine necessitate.” In more familiar English, we would say “the sim-
pler explanation is the preferable one” or, more colloquially, “Keep it simple,
stupid.” Any explanation should strive to reduce the number of causes to a
bare minimum. This line of reasoning is referred to as Occam’s Razor and is
William of Occam’s gift to data analysis.

The story of William of Occam had an interesting ending. Perhaps because
of his focus on the power of reason, he also believed that the powers of the
church should be separate from the powers of the state—that the church
should be confined to religious matters. This resulted in his opposition to the
meddling of Pope John XXII in politics and eventually to his own excommuni-
cation. He eventually died in Munich during an outbreak of the plague in
1349, leaving a legacy of clear and critical thinking for future generations.

The Null Hypothesis

Occam’s Razor is very important for data mining and statistics, although sta-
tistics expresses the idea a bit differently. The null hypothesis is the assumption
that differences among observations are due simply to chance. To give an
example, consider a presidential poll that gives Candidate A 45 percent and
Candidate B 47 percent. Because this data is from a poll, there are several
sources of error, so the values are only approximate estimates of the popular-
ity of each candidate. The layperson is inclined to ask, “Are these two values
different?” The statistician phrases the question slightly differently, “What is
the probability that these two values are really the same?”

Although the two questions are very similar, the statistician’s has a bit of an
attitude. This attitude is that the difference may have no significance at all and
is an example of using the null hypothesis. There is an observed difference of
2 percent in this example. However, this observed value may be explained by
the particular sample of people who responded. Another sample may have a
difference of 2 percent in the other direction, or may have a difference of 0 per-
cent. All are reasonably likely results from a poll. Of course, if the preferences
differed by 20 percent, then sampling variation is much less likely to be the
cause. Such a large difference would greatly improve the confidence that one
candidate is doing better than the other, and greatly reduce the probability of
the null hypothesis being true.
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m The simplest explanation is usually the best one—even (or especially) if it
does not prove the hypothesis you want to prove.

This skeptical attitude is very valuable for both statisticians and data min-
ers. Our goal is to demonstrate results that work, and to discount the null
hypothesis. One difference between data miners and statisticians is that data
miners are often working with sufficiently large amounts of data that make it
unnecessary to worry about the mechanics of calculating the probability of
something being due to chance.

P-Values

The null hypothesis is not merely an approach to analysis; it can also be quan-
tified. The p-value is the probability that the null hypothesis is true. Remember,
when the null hypothesis is true, nothing is really happening, because differ-
ences are due to chance. Much of statistics is devoted to determining bounds
for the p-value.

Consider the previous example of the presidential poll. Consider that the
p-value is calculated to be 60 percent (more on how this is done later in the
chapter). This means that there is a 60 percent likelihood that the difference in
the support for the two candidates as measured by the poll is due strictly to
chance and not to the overall support in the general population. In this case,
there is little evidence that the support for the two candidates is different.

Let’s say the p-value is 5 percent, instead. This is a relatively small number,
and it means that we are 95 percent confident that Candidate B is doing better
than Candidate A. Confidence, sometimes called the g-value, is the flip side of
the p-value. Generally, the goal is to aim for a confidence level of at least 90
percent, if not 95 percent or more (meaning that the corresponding p-value is
less than 10 percent, or 5 percent, respectively).

These ideas—null hypothesis, p-value, and confidence—are three basic
ideas in statistics. The next section carries these ideas further and introduces
the statistical concept of distributions, with particular attention to the normal
distribution.

A Look at Data

A statistic refers to a measure taken on a sample of data. Statistics is the study
of these measures and the samples they are measured on. A good place to start,
then, is with such useful measures, and how to look at data.
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Looking at Discrete Values

Much of the data used in data mining is discrete by nature, rather than contin-
uous. Discrete data shows up in the form of products, channels, regions, and
descriptive information about businesses. This section discusses ways of look-
ing at and analyzing discrete fields.

Histograms

The most basic descriptive statistic about discrete fields is the number of
times different values occur. Figure 5.1 shows a histogram of stop reason codes
during a period of time. A histogram shows how often each value occurs in the
data and can have either absolute quantities (204 times) or percentage (14.6
percent). Often, there are too many values to show in a single histogram such
as this case where there are over 30 additional codes grouped into the “other”
category.

In addition to the values for each category, this histogram also shows the
cumulative proportion of stops, whose scale is shown on the left-hand side.
Through the cumulative histogram, it is possible to see that the top three codes
account for about 50 percent of stops, and the top 10, almost 90 percent. As an
aesthetic note, the grid lines intersect both the left- and right-hand scales at
sensible points, making it easier to read values off of the chart.
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Figure 5.1 This example shows both a histogram (as a vertical bar chart) and cumulative
proportion (as a line) on the same chart for stop reasons associated with a particular
marketing effort.
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Time Series

Histograms are quite useful and easily made with Excel or any statistics pack-
age. However, histograms describe a single moment. Data mining is often
concerned with what is happening over time. A key question is whether the
frequency of values is constant over time.

Time series analysis requires choosing an appropriate time frame for the
data; this includes not only the units of time, but also when we start counting
from. Some different time frames are the beginning of a customer relationship,
when a customer requests a stop, the actual stop date, and so on. Different
fields belong in different time frames. For example:

m Fields describing the beginning of a customer relationship—such as
original product, original channel, or original market—should be
looked at by the customer’s original start date.

m Fields describing the end of a customer relationship—such as last
product, stop reason, or stop channel-—should be looked at by the cus-
tomer’s stop date or the customer’s tenure at that point in time.

m Fields describing events during the customer relationship—such as
product upgrade or downgrade, response to a promotion, or a late
payment—should be looked at by the date of the event, the customer’s
tenure at that point in time, or the relative time since some other event.

The next step is to plot the time series as shown in Figure 5.2. This figure has
two series for stops by stop date. One shows a particular stop type over time
(price increase stops) and the other, the total number of stops. Notice that the
units for the time axis are in days. Although much business reporting is done
at the weekly and monthly level, we prefer to look at data by day in order to
see important patterns that might emerge at a fine level of granularity, patterns
that might be obscured by summarization. In this case, there is a clear up and
down wiggling pattern in both lines. This is due to a weekly cycle in stops. In
addition, the lighter line is for the price increase related stops. These clearly
show a marked increase starting in February, due to a change in pricing.

m When looking at field values over time, look at the data by day to get a
feel for the data at the most granular level.

A time series chart has a wealth of information. For example, fitting a line to
the data makes it possible to see and quantify long term trends, as shown in
Figure 5.2. Be careful when doing this, because of seasonality. Partial years
might introduce inadvertent trends, so include entire years when using a best-
fitline. The trend in this figure shows an increase in stops. This may be nothing
to worry about, especially since the number of customers is also increasing
over this period of time. This suggests that a better measure would be the stop
rate, rather than the raw number of stops.
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Figure 5.2 This chart shows two time series plotted with different scales. The dark line is
for overall stops; the light line for pricing related stops shows the impact of a change in
pricing strategy at the end of January.

Standardized Values

A time series chart provides useful information. However, it does not give an
idea as to whether the changes over time are expected or unexpected. For this,
we need some tools from statistics.

One way of looking at a time series is as a partition of all the data, with a little
bit on each day. The statistician now wants to ask a skeptical question: “Is it pos-
sible that the differences seen on each day are strictly due to chance?” This is the
null hypothesis, which is answered by calculating the p-value—the probability
that the variation among values could be explained by chance alone.

Statisticians have been studying this fundamental question for over a cen-
tury. Fortunately, they have also devised some techniques for answering it.
This is a question about sample variation. Each day represents a sample of
stops from all the stops that occurred during the period. The variation in stops
observed on different days might simply be due to an expected variation in
taking random samples.

There is a basic theorem in statistics, called the Central Limit Theorem,
which says the following:

As more and more samples are taken from a population, the distribution of the
averages of the samples (or a similar statistic) follows the normal distribution.
The average (what statisticians call the mean) of the samples comes arbitrarily
close to the average of the entire population.
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The Central Limit Theorem is actually a very deep theorem and quite inter-
esting. More importantly, it is useful. In the case of discrete variables, such as
number of customers who stop on each day, the same idea holds. The statistic
used for this example is the count of the number of stops on each day, as
shown earlier in Figure 5.2. (Strictly speaking, it would be better to use a pro-
portion, such as the ratio of stops to the number of customers; this is equiva-
lent to the count for our purposes with the assumption that the number of
customers is constant over the period.)

The normal distribution is described by two parameters, the mean and the
standard deviation. The mean is the average count for each day. The standard
deviation is a measure of the extent to which values tend to cluster around the
mean and is explained more fully later in the chapter; for now, using a function
such as STDEV() in Excel or STDDEV() in SQL is sufficient. For the time series,
the standard deviation is the standard deviation of the daily counts. Assuming
that the values for each day were taken randomly from the stops for the entire
period, the set of counts should follow a normal distribution. If they don’t
follow a normal distribution, then something besides chance is affecting the
values. Notice that this does not tell us what is affecting the values, only that
the simplest explanation, sample variation, is insufficient to explain them.

This is the motivation for standardizing time series values. This process pro-
duces the number of standard deviations from the average:

m Calculate the average value for all days.
m Calculate the standard deviation for all days.

m For each value, subtract the average and divide by the standard deviation
to get the number of standard deviations from the average.

The purpose of standardizing the values is to test the null hypothesis. When
true, the standardized values should follow the normal distribution (with an
average of 0 and a standard deviation of 1), exhibiting several useful proper-
ties. First, the standardized value should take on negative values and positive
values with about equal frequency. Also, when standardized, about two-thirds
(68.4 percent) of the values should be between minus one and one. A bit over
95 percent of the values should be between -2 and 2. And values over 3 or less
than -3 should be very, very rare—probably not visible in the data. Of course,
“should” here means that the values are following the normal distribution and
the null hypothesis holds (that is, all time related effects are explained by sam-
ple variation). When the null hypothesis does not hold, it is often apparent
from the standardized values. The aside, “A Question of Terminology,” talks a
bit more about distributions, normal and otherwise.

Figure 5.3 shows the standardized values for the data in Figure 5.2. The first
thing to notice is that the shape of the standardized curve is very similar to the
shape of the original data; what has changed is the scale on the vertical dimen-
sion. When comparing two curves, the scales for each change. In the previous
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figure, overall stops were much larger than pricing stops, so the two were
shown using different scales. In this case, the standardized pricing stops are
towering over the standardized overall stops, even though both are on the
same scale.

The overall stops in Figure 5.3 are pretty typically normal, with the follow-
ing caveats. There is a large peak in December, which probably needs to be
explained because the value is over four standard deviations away from the
average. Also, there is a strong weekly trend. It would be a good idea to repeat
this chart using weekly stops instead of daily stops, to see the variation on the
weekly level.

The lighter line showing the pricing related stops clearly does not follow the
normal distribution. Many more values are negative than positive. The peak is
at over 13—which is way, way too high.

Standardized values, or z-values as they are often called, are quite useful. This
example has used them for looking at values over time too see whether the val-
ues look like they were taken randomly on each day; that is, whether the varia-
tion in daily values could be explained by sampling variation. On days when
the z-value is relatively high or low, then we are suspicious that something else
is at work, that there is some other factor affecting the stops. For instance, the
peak in pricing stops occurred because there was a change in pricing. The effect
is quite evident in the daily z-values.

The z-value is useful for other reasons as well. For instance, it is one way of
taking several variables and converting them to similar ranges. This can be
useful for several data mining techniques, such as clustering and neural net-
works. Other uses of the z-value are covered in Chapter 17, which discusses
data transformations.
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Figure 5.3 Standardized values make it possible to compare different groups on the same
chart using the same scale; this shows overall stops and price increase related stops.



132 Chapter 5

A QUESTION OF TERMINOLOGY

One very important idea in statistics is the idea of a distribution. For a discrete
variable, a distribution is a lot like a histogram—it tells how often a given value
occurs as a probability between 0 and 1. For instance, a uniform distribution
says that all values are equally represented. An example of a uniform
distribution would occur in a business where customers pay by credit card

and the same number of customers pays with American Express, Visa, and
MasterCard.

The normal distribution, which plays a very special role in statistics, is an
example of a distribution for a continuous variable. The following figure shows
the normal (sometimes called Gaussian or bell-shaped) distribution with a
mean of 0 and a standard deviation of 1. The way to read this curve is to
look at areas between two points. For a value that foiiows the normal
distribution, the probability that the value falls between two values—for
example, between 0 and 1—is the area under the curve. For the values of 0
and 1, the probability is 34.1 percent; this means that 34.1 percent of the time
a variable that follows a normal distribution will take on a value within one
standard deviation above the mean. Because the curve is symmetric, there is
an additional 34.1% probability of being one standard deviation below the
mean, and hence 68.2% probability of being within one standard deviation
above the mean.
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The probability density function for the normal distribution looks like the familiar
bell-shaped curve.
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A QUESTION OF TERMINOLOGY (continued)

The previous paragraph showed a picture of a bell-shaped curve and called it
the normal distribution. Actually, the correct terminology is density function (or
probability density function). Although this terminology derives from advanced
mathematical probability theory, it makes sense. The density function gives a
flavor for how “dense” a variable is. We use a density function by measuring
the area under the curve between two points, rather than by reading the
individual values themselves. In the case of the normal distribution, the values
are densest around the 0 and less dense as we move away.

The following figure shows the function that is properly called the normal
distribution. This form, ranging from 0 to 1, is also called a cumulative
distribution function. Mathematically, the distribution function for a value X is
defined as the probability that the variable takes on a value less than or equal
to X. Because of the “less than or equal to” characteristic, this function always
starts near 0, climbs upward, and ends up close to 1. In general, the density
function provides more visual clues to the human about what is going on with
a distribution. Because density functions provide more information, they are
often referred to as distributions, although that is technically incorrect.
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The (cumulative) distribution function for the normal distribution has an S-shape and
is antisymmetric around the Y-axis.

From Standardized Values to Probabilities

Assuming that the standardized value follows the normal distribution makes
it possible to calculate the probability that the value would have occurred by
chance. Actually, the approach is to calculate the probability that something
further from the mean would have occurred—the p-value. The reason the
exact value is not worth asking is because any given z-value has an arbitrarily
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small probability. Probabilities are defined on ranges of z-values as the area
under the normal curve between two points.

Calculating something further from the mean might mean either of two
things:

m The probability of being more than z standard deviations from the
mean.

m The probability of being z standard deviations greater than the mean
(or alternatively z standard deviations less than the mean).

The first is called a two-tailed distribution and the second is called a one-
tailed distribution. The terminology is clear in Figure 5.4, because the tails of
the distributions are being measured. The two-tailed probability is always
twice as large as the one-tailed probability for z-values. Hence, the two-tailed
p-value is more pessimistic than the one-tailed one; that is, the two-tailed is
more likely to assume that the null hypothesis is true. If the one-tailed says the
probability of the null hypothesis is 10 percent, then the two-tailed says it is 20
percent. As a default, it is better to use the two-tailed probability for calcula-
tions to be on the safe side.

The two-tailed p-value can be calculated conveniently in Excel, because
there is a function called NORMSDIST, which calculates the cumulative nor-
mal distribution. Using this function, the two-tailed p-value is 2 * NORMS-
DIST(—ABS(z)). For a value of 2, the result is 4.6 percent. This means that there
is a 4.6 percent chance of observing a value more than two standard deviations
from the average—plus or minus two standard deviations from the average.
Or, put another way, there is a 95.4 percent confidence that a value falling out-
side two standard deviations is due to something besides chance. For a precise
95 percent confidence, a bound of 1.96 can be used instead of 2. For 99 percent
confidence, the limit is 2.58. The following shows the limits on the z-value for
some common confidence levels:

90% confidence — z-value > 1.64
95% confidence — z-value > 1.96
99% confidence — z-value > 2.58
99.5% confidence — z-value > 2.81

99.9% confidence — z-value > 3.29

99.99% confidence — z-value > 3.89

The confidence has the property that it is close to 100 percent when the value
is unlikely to be due to chance and close to 0 when it is. The signed confidence
adds information about whether the value is too low or too high. When the
observed value is less than the average, the signed confidence is negative.



The Lure of Statistics: Data Mining Using Familiar Tools

135

40%

35% L Shaded area is one-tailed

Both shaded areas are
30% two-tailed probability of probability of being two or
being two of more more standard deviations
25% 9 1 above average
standard deviations ge.
20%
from average (greater

15% or less than).

10%

5% ]
0% — h—

Probability Density

Z-Value

Figure 5.4 The tail of the normal distribution answers the question: “What is the
probability of getting a value of z or greater?”

Figure 5.5 shows the signed confidence for the data shown earlier in Figures
5.2 and 5.3, using the two-tailed probability. The shape of the signed confi-
dence is different from the earlier shapes. The overall stops bounce around,
usually remaining within reasonable bounds. The pricing-related stops,
though, once again show a very distinct pattern, being too low for a long time,
then peaking and descending. The signed confidence levels are bounded by
100 percent and —100 percent. In this chart, the extreme values are near 100 per-
cent or —100 percent, and it is hard to tell the difference between 99.9 percent
and 99.99999 percent. To distinguish values near the extremes, the z-values in
Figure 5.3 are better than the signed confidence.
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Figure 5.5 Based on the same data from Figures 5.2 and 5.3, this chart shows the
signed confidence (g-values) of the observed value based on the average and standard
deviation. This sign is positive when the observed value is too high, negative when it is too
low.
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Cross-Tabulations

Time series are an example of cross-tabulation—looking at the values of two or
more variables at one time. For time series, the second variable is the time
something occurred.

Table 5.1 shows an example used later in this chapter. The cross-tabulation
shows the number of new customers from counties in southeastern New York
state by three channels: telemarketing, direct mail, and other. This table shows
both the raw counts and the relative frequencies.

It is possible to visualize cross-tabulations as well. However, there is a lot of
data being presented, and some people do not follow complicated pictures.
Figure 5.6 shows a surface plot for the counts shown in the table. A surface plot
often looks a bit like hilly terrain. The counts are the height of the hills; the
counties go up one side and the channels make the third dimension. This sur-
face plot shows that the other channel is quite high for Manhattan (New York
county). Although not a problem in this case, such peaks can hide other hills
and valleys on the surface plot.

Looking at Continuous Variables

Statistics originated to understand the data collected by scientists, most of
which took the form of continuous measurements. In data mining, we
encounter continuous data less often, because there is a wealth of descriptive
data as well. This section talks about continuous data from the perspective of
descriptive statistics.

Table 5.1 Cross-tabulation of Starts by County and Channel

COUNTS FREQUENCIES
COUNTY DM OTHER TOTAL DM OTHER TOTAL
BRONX 3,212 413 2,936 6,561 25% 0.3% 23% 5.1%
KINGS 9773 1,393 11,025 22,191 77% 1.1% 8.6% 17.4%
NASSAU 3,135 1,573 10,367 15,075 25% 1.2% 8.1% 11.8%

NEW YORK 7194 2,867 28965 39,026 5.6% 2.2% 22.7% 30.6%

QUEENS 6,266 1,380 10,954 18,600 4.9% 1.1% 8.6% 14.6%

RICHMOND 784 277 1,772 2,833 0.6% 0.2% 1.4% 2.2%

SUFFOLK 2,911 1,042 7,159 11,112 2.3% 0.8% 5.6%  8.7%

WESTCHESTER 2,711 1,230 8,271 12,212 2.1% 1.0% 6.5%  9.6%

TOTAL 35,986 10,175 81,449 127610 28.2% 8.0% 63.8% 100.0%
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Figure 5.6 A surface plot provides a visual interface for cross-tabulated data.

Statistical Measures for Continuous Variables

The most basic statistical measures describe a set of data with just a single
value. The most commonly used statistic is the mean or average value (the sum
of all the values divided by the number of them). Some other important things
to look at are:

Range. The range is the difference between the smallest and largest obser-
vation in the sample. The range is often looked at along with the mini-
mum and maximum values themselves.

Mean. This is what is called an average in everyday speech.

Median. The median value is the one which splits the observations into
two equally sized groups, one having observations smaller than the
median and another containing observations larger than the median.

Mode. This is the value that occurs most often.

The median can be used in some situations where it is impossible to calcu-
late the mean, such as when incomes are reported in ranges of $10,000 dollars
with a final category “over $100,000.” The number of observations are known
in each group, but not the actual values. In addition, the median is less affected
by a few observations that are out of line with the others. For instance, if Bill
Gates moves onto your block, the average net worth of the neighborhood will
dramatically increase. However, the median net worth may not change at all.



138 Chapter 5

In addition, various ways of characterizing the range are useful. The range
itself is defined by the minimum and maximum value. It is often worth looking
at percentile information, such as the 25th and 75th percentile, to understand the
limits of the middle half of the values as well.

Figure 5.7 shows a chart where the range and average are displayed for order
amount by day. This chart uses a logarithmic (log) scale for the vertical axis,
because the minimum order is under $10 and the maximum over $1,000. In fact,
the minimum is consistently around $10, the average around $70, and the max-
imum around $1,000. As with discrete variables, it is valuable to use a time
chart for continuous values to see when unexpected things are happening.

Variance and Standard Deviation

Variance is a measure of the dispersion of a sample or how closely the obser-
vations cluster around the average. The range is not a good measure of
dispersion because it takes only two values into account—the extremes.
Removing one extreme can, sometimes, dramatically change the range. The
variance, on the other hand, takes every value into account. The difference
between a given observation and the mean of the sample is called its deviation.
The variance is defined as the average of the squares of the deviations.

Standard deviation, the square root of the variance, is the most frequently
used measure of dispersion. It is more convenient than variance because it is
expressed in the same units as the observations rather than in terms of those
units squared. This allows the standard deviation itself to be used as a unit of
measurement. The z-score, which we used earlier, is an observation’s distance
from the mean measured in standard deviations. Using the normal distribu-
tion, the z-score can be converted to a probability or confidence level.
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Figure 5.7 A time chart can also be used for continuous values; this one shows the range
and average for order amounts each day.
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A Couple More Statistical Ideas

Correlation is a measure of the extent to which a change in one variable is
related to a change in another. Correlation ranges from -1 to 1. A correlation of
0 means that the two variables are not related. A correlation of 1 means that as
the first variable changes, the second is guaranteed to change in the same
direction, though not necessarily by the same amount. Another measure of
correlation is the R? value, which is the correlation squared and goes from 0
(no relationship) to 1 (complete relationship). For instance, the radius and the
circumference of a circle are perfectly correlated, although the latter grows
faster than the former. A negative correlation means that the two variables
move in opposite directions. For example, altitude is negatively correlated to
air pressure.

Regression is the process of using the value of one of a pair of correlated vari-
ables in order to predict the value of the second. The most common form of
regression is linear regression, so called because it attempts to fit a straight line
through the observed X and Y pairs in a sample. Once the line has been estab-
lished, it can be used to predict a value for Y given any X and for X given any Y.

Measuring Response

This section looks at statistical ideas in the context of a marketing campaign.
The champion-challenger approach to marketing tries out different ideas
against the business as usual. For instance, assume that a company sends out
a million billing inserts each month to entice customers to do something. They
have settled on one approach to the bill inserts, which is the champion offer.
Another offer is a challenger to this offer. Their approach to comparing these is:

m Send the champion offer to 900,000 customers.
m Send the challenger offer to 100,000 customers.

m Determine which is better.

The question is, how do we know when one offer is better than another? This
section introduces the ideas of confidence to understand this in more detail.

Standard Error of a Proportion

The approach to answering this question uses the idea of a confidence interval.
The challenger offer, in the above scenario, is being sent to a random subset of
customers. Based on the response in this subset, what is the expected response
for this offer for the entire population?

For instance, let’s assume that 50,000 people in the original population would
have responded to the challenger offer if they had received it. Then about 5,000
would be expected to respond in the 10 percent of the population that received
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the challenger offer. If exactly this number did respond, then the sample
response rate and the population response rate would both be 5.0 percent. How-
ever, it is possible (though highly, highly unlikely) that all 50,000 responders are
in the sample that receives the challenger offer; this would yield a response rate
of 50 percent. On the other hand it is also possible (and also highly, highly
unlikely) that none of the 50,000 are in the sample chosen, for a response rate of
0 percent. In any sample of one-tenth the population, the observed response rate
might be as low as 0 percent or as high as 50 percent. These are the extreme val-
ues, of course; the actual value is much more likely to be close to 5 percent.

So far, the example has shown that there are many different samples that can
be pulled from the population. Now, let’s flip the situation and say that we
have observed 5,000 responders in the sample. What does this tell us about the
entire population? Once again, it is possible that these are all the responders in
the population, so the low-end estimate is 0.5 percent. On the other hand, it is
possible that everyone else was as responder and we were very, very unlucky
in choosing the sample. The high end would then be 90.5 percent.

That is, there is a 100 percent confidence that the actual response rate on the
population is between 0.5 percent and 90.5 percent. Having a high confidence
is good; however, the range is too broad to be useful. We are willing to settle
for a lower confidence level. Often, 95 or 99 percent confidence is quite suffi-
cient for marketing purposes.

The distribution for the response values follows something called the binomial
distribution. Happily, the binomial distribution is very similar to the normal dis-
tribution whenever we are working with a population larger than a few hundred
people. In Figure 5.8, the jagged line is the binomial distribution and the smooth
line is the corresponding normal distribution; they are practically identical.

The challenge is to determine the corresponding normal distribution given
that a sample of size 100,000 had a response rate of 5 percent. As mentioned
earlier, the normal distribution has two parameters, the mean and standard
deviation. The mean is the observed average (5 percent) in the sample. To
calculate the standard deviation, we need a formula, and statisticians have
figured out the relationship between the standard deviation (strictly speaking,
this is the standard error but the two are equivalent for our purposes) and the
mean value and the sample size for a proportion. This is called the standard
error of a proportion (SEP) and has the formula:

_/pxd=-p)
SEP = N

In this formula, p is the average value and N is the size of the population. So,
the corresponding normal distribution has a standard deviation equal to the
square root of the product of the observed response times one minus the
observed response divided by the total number of samples.

We have already observed that about 68 percent of data following a normal
distribution lies within one standard deviation. For the sample size of 100,000, the
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formula is SQRT(5% * 95% / 100,000) is about 0.07 percent. So, we are 68 percent
confident that the actual response is between 4.93 percent and 5.07 percent. We
have also observed that a bit over 95 percent is within two standard deviations;
so the range of 4.86 percent and 5.14 percent is just over 95 percent confident. So,
if we observe a 5 percent response rate for the challenger offer, then we are over
95 percent confident that the response rate on the whole population would have
been between 4.86 percent and 5.14 percent. Note that this conclusion depends
very much on the fact that people who got the challenger offer were selected ran-
domly from the entire population.

Comparing Results Using Confidence Bounds

The previous section discussed confidence intervals as applied to the response
rate of one group who received the challenger offer. In this case, there are actu-
ally two response rates, one for the champion and one for the challenger. Are
these response rates different? Notice that the observed rates could be differ-
ent (say 5.0 percent and 5.001 percent), but these could be indistinguishable
from each other. One way to answer the question is to look at the confidence
interval for each response rate and see whether they overlap. If the intervals
do not overlap, then the response rates are different.

This example investigates a range of response rates from 4.5 percent to 5.5
percent for the champion model. In practice, a single response rate would be
known. However, investigating a range makes it possible to understand what
happens as the rate varies from much lower (4.5 percent) to the same (5.0 per-
cent) to much larger (5.5 percent).

The 95 percent confidence is 1.96 standard deviation from the mean, so the
lower value is the mean minus this number of standard deviations and the
upper is the mean plus this value. Table 5.2 shows the lower and upper bounds
for a range of response rates for the champion model going from 4.5 percent to
5.5 percent.

6%
5% 4

4% 4
3% -
2%
1% 4
0%

Probability Density

0% 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%

Observed Response Rate

Figure 5.8 Statistics has proven that actual response rate on a population is very close to
a normal distribution whose mean is the measured response on a sample and whose
standard deviation is the standard error of proportion (SEP).
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Based on these possible response rates, it is possible to tell if the confidence
bounds overlap. The 95 percent confidence bounds for the challenger model
were from about 4.86 percent to 5.14 percent. These bounds overlap the confi-
dence bounds for the champion model when its response rates are 4.9 percent,
5.0 percent, or 5.1 percent. For instance, the confidence interval for a response
rate of 4.9 percent goes from 4.86 percent to 4.94 percent; this does overlap 4.86
percent—>5.14 percent. Using the overlapping bounds method, we would con-
sider these statistically the same.

Comparing Results Using Difference of Proportions

Overlapping bounds is easy but its results are a bit pessimistic. That is, even
though the confidence intervals overlap, we might still be quite confident that
the difference is not due to chance with some given level of confidence.
Another approach is to look at the difference between response rates, rather
than the rates themselves. Just as there is a formula for the standard error of a
proportion, there is a formula for the standard error of a difference of propor-
tions (SEDP):

(1-p2)
NI+p2 b

SEDP = / Pl*(l—pl)
\

This formula is a lot like the formula for the standard error of a proportion,
except the part in the square root is repeated for each group. Table 5.3 shows
this applied to the champion challenger problem with response rates varying
between 4.5 percent and 5.5 percent for the champion group.

By the difference of proportions, three response rates on the champion have
a confidence under 95 percent (that is, the p-value exceeds 5 percent). If the
challenger response rate is 5.0 percent and the champion is 5.1 percent, then
the difference in response rates might be due to chance. However, if the cham-
pion has a response rate of 5.2 percent, then the likelihood of the difference
being due to chance falls to under 1 percent.

m Confidence intervals only measure the likelihood that sampling
affected the result. There may be many other factors that we need to take into
consideration to determine if two offers are significantly different. Each group
must be selected entirely randomly from the whole population for the
difference of proportions method to work.
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Size of Sample

The formulas for the standard error of a proportion and for the standard error
of a difference of proportions both include the sample size. There is an inverse
relationship between the sample size and the size of the confidence interval:
the larger the size of the sample, the narrower the confidence interval. So, if
you want to have more confidence in results, it pays to use larger samples.

Table 5.4 shows the confidence interval for different sizes of the challenger
group, assuming the challenger response rate is observed to be 5 percent. For
very small sizes, the confidence interval is very wide, often too wide to be use-
ful. Earlier, we had said that the normal distribution is an approximation for
the estimate of the actual response rate; with small sample sizes, the estimation
is not a very good one. Statistics has several methods for handling such small
sample sizes. However, these are generally not of much interest to data miners
because our samples are much larger.

Table 5.4 The 95 Percent Confidence Interval for Difference Sizes of the Challenger Group

RESPONSE SIZE SEP 95% CONF LOWER HIGH WIDTH
5.0% 1,000 0.6892%  1.96 3.65%  6.35% 2.70%
5.0% 5,000 0.3082%  1.96 4.40%  5.60% 1.21%
5.0% 10,000 0.2179% 1.96 4.57% 5.43% 0.85%
5.0% 20,000 0.1541% 1.96 4.70% 5.30% 0.60%
5.0% 40,000 0.1090% 1.96 4.79% 5.21% 0.43%
5.0% 60,000 0.0890%  1.96 4.83%  5.17% 0.35%
5.0% 80,000 0.0771% 1.96 4.85%  5.15% 0.30%
5.0% 100,000 0.0689%  1.96 4.86%  5.14% 0.27%
5.0% 120,000 0.0629%  1.96 4.88%  5.12% 0.25%
5.0% 140,000 0.0582%  1.96 4.89%  5.11% 0.23%
5.0% 160,000 0.0545%  1.96 4.89%  5.11% 0.21%
5.0% 180,000 0.0514% 1.96 4.90%  5.10% 0.20%
5.0% 200,000 0.0487% 1.96 4.90%  5.10% 0.19%
5.0% 500,000 0.0308%  1.96 4.94%  5.06% 0.12%

5.0% 1,000,000 0.0218%  1.96 4.96%  5.04% 0.09%
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What the Confidence Interval Really Means

The confidence interval is a measure of only one thing, the statistical dispersion
of the result. Assuming that everything else remains the same, it measures the
amount of inaccuracy introduced by the process of sampling. It also assumes
that the sampling process itself is random—that is, that any of the one million
customers could have been offered the challenger offer with an equal likeli-
hood. Random means random. The following are examples of what not to do:

m Use customers in California for the challenger and everyone else for the
champion.

m Use the 5 percent lowest and 5 percent highest value customers for the
challenger, and everyone else for the champion.

m Use the 10 percent most recent customers for the challenger, and every-
one else for the champion.

m Use the customers with telephone numbers for the telemarketing cam-
paign; everyone else for the direct mail campaign.

All of these are biased ways of splitting the population into groups. The pre-
vious results all assume that there is no such systematic bias. When there is
systematic bias, the formulas for the confidence intervals are not correct.

Using the formula for the confidence interval means that there is no system-
atic bias in deciding whether a particular customer receives the champion or
the challenger message. For instance, perhaps there was a champion model
that predicts the likelihood of customers responding to the champion offer. If
this model were used, then the challenger sample would no longer be a ran-
dom sample. It would consist of the leftover customers from the champion
model. This introduces another form of bias.

Or, perhaps the challenger model is only available to customers in certain
markets or with certain products. This introduces other forms of bias. In such
a case, these customers should be compared to the set of customers receiving
the champion offer with the same constraints.

Another form of bias might come from the method of response. The chal-
lenger may only accept responses via telephone, but the champion may accept
them by telephone or on the Web. In such a case, the challenger response may
be dampened because of the lack of a Web channel. Or, there might need to be
special training for the inbound telephone service reps to handle the chal-
lenger offer. At certain times, this might mean that wait times are longer,
another form of bias.

The confidence interval is simply a statement about statistics and disper-
sion. It does not address all the other forms of bias that might affect results,
and these forms of bias are often more important to results than sample varia-
tion. The next section talks about setting up a test and control experiment in
marketing, diving into these issues in more detail.
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Size of Test and Control for an Experiment

The champion-challenger model is an example of a two-way test, where a new
method (the challenger) is compared to business-as-usual activity (the cham-
pion). This section talks about ensuring that the test and control are large
enough for the purposes at hand. The previous section talked about determin-
ing the confidence interval for the sample response rate. Here, we turn this
logic inside out. Instead of starting with the size of the groups, let’s instead
consider sizes from the perspective of test design. This requires several items
of information:

m Estimated response rate for one of the groups, which we call p

m Difference in response rates that we want to consider significant (acuity
of the test), which we call 4

m Confidence interval (say 95 percent)

This provides enough information to determine the size of the samples
needed for the test and control. For instance, suppose that the business as
usual has a response rate of 5 percent and we want to measure with 95 percent
confidence a difference of 0.2 percent. This means that if the response of the
test group greater than 5.2 percent, then the experiment can detect the differ-
ence with a 95 percent confidence level.

For a problem of this type, the first step this is to determine the value of
SEDP. That is, if we are willing to accept a difference of 0.2 percent with a con-
fidence of 95 percent, then what is the corresponding standard error? A confi-
dence of 95 percent means that we are 1.96 standard deviations from the mean,
so the answer is to divide the difference by 1.96, which yields 0.102 percent.
More generally, the process is to convert the p-value (95 percent) to a z-value
(which can be done using the Excel function NORMSINYV) and then divide the
desired confidence by this value.

The next step is to plug these values into the formula for SEDP. For this, let’s
assume that the test and control are the same size:

02% [p*d-p) (A-p-d)
196 { N+ (p+d) N

Plugging in the values just described (p is 5% and d is 0.2%) results in:
0‘1020/0 — /50/0 ;\?50/0 + 5.20/0 * 94.80/0 _ //00963

N v N

N=-00963 _ 46 875

~(0.00102)°

So, having equal-sized groups of of 92,561 makes it possible to measure a 0.2
percent difference in response rates with a 95 percent accuracy. Of course, this
does not guarantee that the results will differ by at least 0.2 percent. It merely
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says that with control and test groups of at least this size, a difference in
response rates of 0.2 percent should be measurable and statistically significant.

The size of the test and control groups affects how the results can be inter-
preted. However, this effect can be determined in advance, before the test. It is
worthwhile determining the acuity of the test and control groups before run-
ning the test, to be sure that the test can produce useful results.

m Before running a marketing test, determine the acuity of the test by

calculating the difference in response rates that can be measured with a high
confidence (such as 95 percent).

Multiple Comparisons

The discussion has so far used examples with only one comparison, such as
the difference between two presidential candidates or between a test and con-
trol group. Often, we are running multiple tests at the same time. For instance,
we might try out three different challenger messages to determine if one of
these produces better results than the business-as-usual message. Because
handling multiple tests does affect the underlying statistics, it is important to
understand what happens.

The Confidence Level with Multiple Comparisons

Consider that there are two groups that have been tested, and you are told that
difference between the responses in the two groups is 95 percent certain to be
due to factors other than sampling variation. A reasonable conclusion is that
there is a difference between the two groups. In a well-designed test, the most
likely reason would the difference in message, offer, or treatment.

Occam’s Razor says that we should take the simplest explanation, and not
add anything extra. The simplest hypothesis for the difference in response
rates is that the difference is not significant, that the response rates are really
approximations of the same number. If the difference is significant, then we
need to search for the reason why.

Now consider the same situation, except that you are now told that there
were actually 20 groups being tested, and you were shown only one pair. Now
you might reach a very different conclusion. If 20 groups are being tested, then
you should expect one of them to exceed the 95 percent confidence bound due
only to chance, since 95 percent means 19 times out of 20. You can no longer
conclude that the difference is due to the testing parameters. Instead, because
it is likely that the difference is due to sampling variation, this is the simplest
hypothesis.



The Lure of Statistics: Data Mining Using Familiar Tools

149

The confidence level is based on only one comparison. When there are mul-
tiple comparisons, that condition is not true, so the confidence as calculated
previously is not quite sufficient.

Bonferroni’s Correction

Fortunately, there is a simple correction to fix this problem, developed by the
Italian mathematician Carlo Bonferroni. We have been looking at confidence
as saying that there is a 95 percent chance that some value is between A and B.
Consider the following situation:

m X is between A and B with a probability of 95 percent.
m Y is between C and D with a probability of 95 percent.

Bonferroni wanted to know the probability that both of these are true.
Another way to look at it is to determine the probability that one or the other
is false. This is easier to calculate. The probability that the first is false is 5 per-
cent, as is the probability of the second being false. The probability that either
is false is the sum, 10 percent, minus the probability that both are false at the
same time (0.25 percent). So, the probability that both statements are true is
about 90 percent.

Looking at this from the p-value perspective says that the p-value of both
statements together (10 percent) is approximated by the sum of the p-values of
the two statements separately. This is not a coincidence. In fact, it is reasonable
to calculate the p-value of any number of statements as the sum of the
p-values of each one. If we had eight variables with a 95 percent confidence,
then we would expect all eight to be in their ranges 60 percent at any given
time (because 8 * 5% is a p-value of 40%).

Bonferroni applied this observation in reverse. If there are eight tests and we
want an overall 95 percent confidence, then the bound for the p-value needs to
be 5% / 8 =0.625%. That is, each observation needs to be at least 99.375 percent
confident. The Bonferroni correction is to divide the desired bound for the
p-value by the number of comparisons being made, in order to get a confi-
dence of 1 - p for all comparisons.

Chi-Square Test

The difference of proportions method is a very powerful method for estimat-
ing the effectiveness of campaigns and for other similar situations. However,
there is another statistical test that can be used. This test, the chi-square test, is
designed specifically for the situation when there are multiple tests and at least
two discrete outcomes (such as response and non-response).
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The appeal of the chi-square test is that it readily adapts to multiple test
groups and multiple outcomes, so long as the different groups are distinct
from each other. This, in fact, is about the only important rule when using this
test. As described in the next chapter on decision trees, the chi-square test is
the basis for one of the earliest forms of decision trees.

Expected Values

The place to start with chi-square is to lay data out in a table, as in Table 5.5.
This is a simple 2 x 2 table, which represents a test group and a control group
in a test that has two outcomes, say response and nonresponse. This table also
shows the total values for each column and row; that is, the total number of
responders and nonresponders (each column) and the total number in the test
and control groups (each row). The response column is added for reference; it
is not part of the calculation.

What if the data were broken up between these groups in a completely unbi-
ased way? That is, what if there really were no differences between the
columns and rows in the table? This is a completely reasonable question. We
can calculate the expected values, assuming that the number of responders
and non-responders is the same, and assuming that the sizes of the champion
and challenger groups are the same. That is, we can calculate the expected
value in each cell, given that the size of the rows and columns are the same as
in the original data.

One way of calculating the expected values is to calculate the proportion of
each row that is in each column, by computing each of the following four
quantities, as shown in Table 5.6:

m Proportion of everyone who responds

m Proportion of everyone who does not respond

These proportions are then multiplied by the count for each row to obtain
the expected value. This method for calculating the expected value works
when the tabular data has more columns or more rows.

Table 5.5 The Champion-Challenger Data Laid out for the Chi-Square Test

RESPONDERS NON-RESPONDERS TOTAL RESPONSE

Champion 43,200 856,800 900,000 4.80%

Challenger 5,000 95,000 100,000 5.00%

TOTAL 48,200 951,800 1,000,000 4.82%
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Table 5.6 Calculating the Expected Values and Deviations from Expected for the Data in
Table 5.5

EXPECTED

ACTUAL RESPONSE RESPONSE DEVIATION
YES NO TOTAL YES NO YES NO

Champion 43,200 856,800 900,000 43,380 856,620 -180 180

Challenger 5,000 95,000 100,000 4,820 95,180 180 -180

TOTAL 48,200 951,800 1,000,000 48,200 951,800

OVERALL
PROPORTION 4.82%  95.18%

The expected value is quite interesting, because it shows how the data
would break up if there were no other effects. Notice that the expected value is
measured in the same units as each cell, typically a customer count, so it actu-
ally has a meaning. Also, the sum of the expected values is the same as the sum
of all the cells in the original table. The table also includes the deviation, which
is the difference between the observed value and the expected value. In this
case, the deviations all have the same value, but with different signs. This is
because the original data has two rows and two columns. Later in the chapter
there are examples using larger tables where the deviations are different.
However, the deviations in each row and each column always cancel out, so
the sum of the deviations in each row is always 0.

Chi-Square Value

The deviation is a good tool for looking at values. However, it does not pro-
vide information as to whether the deviation is expected or not expected.
Doing this requires some more tools from statistics, namely, the chi-square dis-
tribution developed by the English statistician Karl Pearson in 1900.

The chi-square value for each cell is simply the calculation:

(x — expected(x))’
expected(x)

Chi-square(x) = \/

The chi-square value for the entire table is the sum of the chi-square values of
all the cells in the table. Notice that the chi-square value is always 0 or positive.
Also, when the values in the table match the expected value, then the overall
chi-square is 0. This is the best that we can do. As the deviations from the
expected value get larger in magnitude, the chi-square value also gets larger.

Unfortunately, chi-square values do not follow a normal distribution. This is
actually obvious, because the chi-square value is always positive, and the nor-
mal distribution is symmetric. The good news is that chi-square values follow
another distribution, which is also well understood. However, the chi-square
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distribution depends not only on the value itself but also on the size of the table.
Figure 5.9 shows the density functions for several chi-square distributions.

What the chi-square depends on is the degrees of freedom. Unlike many
ideas in probability and statistics, degrees of freedom is easier to calculate than
to explain. The number of degrees of freedom of a table is calculated by sub-
tracting one from the number of rows and the number of columns and multi-
plying them together. The 2 x 2 table in the previous example has 1 degree of
freedom. A 5 x 7 table would have 24 (4 * 6) degrees of freedom. The aside
“Degrees of Freedom” discusses this in a bit more detail.

m The chi-square test does not work when the number of expected
values in any cell is less than 5 (and we prefer a slightly higher bound).
Although this is not an issue for large data mining probiems, it can be an issue
when analyzing results from a small test.

The process for using the chi-square test is:

m Calculate the expected values.
m Calculate the deviations from expected.

m Calculate the chi-square (square the deviations and divide by the
expected).

m Sum for an overall chi-square value for the table.

m Calculate the probability that the observed values are due to chance
(in Excel, you can use the CHIDIST function).

5%

4% 4

3% A

2% -

1% 4

Probability Density

0% 4

35

Chi-Square Value

Figure 5.9 The chi-square distribution depends on something called the degrees of
freedom. In general, though, it starts low, peaks early, and gradually descends.
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DEGREES OF FREEDOM

The idea behind the degrees of freedom is how many different variables are
needed to describe the table of expected values. This is a measure of how
constrained the data is in the table.

If the table has r rows and c columns, then there are r * c cells in the table.
With no constraints on the table, this is the number of variables that would be
needed. However, the calculation of the expected values has imposed some
constraints. In particular, the sum of the values in each row is the same for the
expected values as for the original table, because the sum of each row is fixed.
That is, if one value were missing, we could recalculate it by taking the constraint
into account by subtracting the sum of the rest of values in the row from the sum
for the whole row. This suggests that the degrees of freedom is r * c - r. The same
situation exists for the columns, yielding an estimate of r *c - r - c.

However, there is one additional constraint. The sum of all the row sums and
the sum of all the column sums must be the same. It turns out, we have over
counted the constraints by one, so the degrees of freedom is reallyr *c-r-c
+ 1. Another way of writing this is (r - 1) * (c - 1).

The result is the probability that the distribution of values in the table is due
to random fluctuations rather than some external criteria. As Occam’s Razor
suggests, the simplest explanation is that there is no difference at all due to the
various factors; that observed differences from expected values are entirely
within the range of expectation.

Comparison of Chi-Square to Difference of Proportions

Chi-square and difference of proportions can be applied to the same problems.
Although the results are not exactly the same, the results are similar enough
for comfort. Earlier, in Table 5.4, we determined the likelihood of champion
and challenger results being the same using the difference of proportions
method for a range of champion response rates. Table 5.7 repeats this using
the chi-square calculation instead of the difference of proportions. The
results from the chi-square test are very similar to the results from the differ-
ence of proportions—a remarkable result considering how different the two
methods are.
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An Example: Chi-Square for Regions and Starts

A large consumer-oriented company has been running acquisition campaigns
in the New York City area. The purpose of this analysis is to look at their acqui-
sition channels to try to gain an understanding of different parts of the area.
For the purposes of this analysis, three channels are of interest:

Telemarketing. Customers who are acquired through outbound telemar-
keting calls (note that this data was collected before the national do-not-
call list went into effect).

Direct mail. Customers who respond to direct mail pieces.

Other. Customers who come in through other means.

The area of interest consists of eight counties in New York State. Five of
these counties are the boroughs of New York City, two others (Nassau and Suf-
folk counties) are on Long Island, and one (Westchester) lies just north of the
city. This data was shown earlier in Table 5.1. This purpose of this analysis is to
determine whether the breakdown of starts by channel and county is due to
chance or whether some other factors might be at work.

This problem is particularly suitable for chi-square because the data can be
laid out in rows and columns, with no customer being counted in more than
one cell. Table 5.8 shows the deviation, expected values, and chi-square values
for each combination in the table. Notice that the chi-square values are often
quite large in this example. The overall chi-square score for the table is 7,200,
which is very large; the probability that the overall score is due to chance is
basically 0. That is, the variation among starts by channel and by region is not
due to sample variation. There are other factors at work.

The next step is to determine which of the values are too high and too low
and with what probability. It is tempting to convert each chi-square value in
each cell into a probability, using the degrees of freedom for the table. The
table is 8 x 3, so it has 14 degrees of freedom. However, this is not an appro-
priate thing to do. The chi-square result is for the entire table; inverting the
individual scores to get a probability does not produce valid results. Chi-
square scores are not additive.

An alternative approach proves more accurate. The idea is to compare each
cell to everything else. The result is a table that has two columns and two rows,
as shown in Table 5.9. One column is the column of the original cell; the other
column is everything else. One row is the row of the original cell; the other row
is everything else.
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Table 5.9 Chi-Square Calculation for Bronx and TM

EXPECTED DEVIATION CHI-SQUARE

COUNTY ™ NOT_TM TM NOT.TM TM NOT_TM
BRONX 1,850.2 4,710.8 1,361.8 -1,361.8 1,002.3 393.7

NOT BRONX 34,135.8 86,913.2 -1,361.8 1,361.8 54.3 213

The result is a set of chi-square values for the Bronx-TM combination, in a
table with 1 degree of freedom. The Bronx-TM score by itself is a good approx-
imation of the overall chi-square value for the 2 x 2 table (this assumes that the
original cells are roughly the same size). The calculation for the chi-square
value uses this value (1002.3) with 1 degree of freedom. Conveniently, the chi-
square calculation for this cell is the same as the chi-square for the cell in the
original calculation, although the other values do not match anything. This
makes it unnecessary to do additional calculations.

This means that an estimate of the effect of each combination of variables
can be obtained using the chi-square value in the cell with a degree of freedom
of 1. The result is a table that has a set of p-values that a given square is caused
by chance, as shown in Table 5.10.

However, there is a second correction that needs to be made because there
are many comparisons taking place at the same time. Bonferroni’s adjustment
takes care of this by multiplying each p-value by the number of comparisons—
which is the number of cells in the table. For final presentation purposes, con-
vert the p-values to their opposite, the confidence and multiply by the sign of
the deviation to get a signed confidence. Figure 5.10 illustrates the result.

Table 5.10 Estimated P-Value for Each Combination of County and Channel, without
Correcting for Number of Comparisons

COUNTY ™ DM OTHER
BRONX 0.00% 0.00% 0.00%
KINGS 0.00% 0.00% 0.00%
NASSAU 0.00% 0.00% 0.00%
NEW YORK 0.00% 0.00% 0.00%
QUEENS 0.00% 0.74% 0.00%
RICHMOND 59.79% 0.07% 39.45%
SUFFOLK 0.01% 0.00% 42.91%

WESTCHESTER 0.00% 0.00% 0.00%
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Figure 5.10 This chart shows the signed confidence values for each county and region
combination; the preponderance of values near 100% and —100% indicate that observed
differences are statistically significant.

The result is interesting. First, almost all the values are near 100 percent or
—100 percent, meaning that there are statistically significant differences among
the counties. In fact, telemarketing (the diamond) and direct mail (the square)
are always at opposite ends. There is a direct inverse relationship between the
two. Direct mail is high and telemarketing low in three counties—Manbhattan,
Nassau, and Suffolk. There are many wealthy areas in these counties, suggest-
ing that wealthy customers are more likely to respond to direct mail than tele-
marketing. Of course, this could also mean that direct mail campaigns are
directed to these areas, and telemarketing to other areas, so the geography was
determined by the business operations. To determine which of these possibili-
ties is correct, we would need to know who was contacted as well as who
responded.

Data Mining and Statistics

Many of the data mining techniques discussed in the next eight chapters
were invented by statisticians or have now been integrated into statistical soft-
ware; they are extensions of standard statistics. Although data miners and
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statisticians use similar techniques to solve similar problems, the data mining
approach differs from the standard statistical approach in several areas:

m Data miners tend to ignore measurement error in raw data.

m Data miners assume that there is more than enough data and process-
ing power.

m Data mining assumes dependency on time everywhere.
m It can be hard to design experiments in the business world.

m Data is truncated and censored.

These are differences of approach, rather than opposites. As such, they shed
some light on how the business problems addressed by data miners differ
from the scientific problems that spurred the development of statistics.

No Measurement Error in Basic Data

Statistics originally derived from measuring scientific quantities, such as the
width of a skull or the brightness of a star. These measurements are quantita-
tive and the precise measured value depends on factors such as the type of
measuring device and the ambient temperature. In particular, two people tak-
ing the same measurement at the same time are going to produce slightly dif-
ferent results. The results might differ by 5 percent or 0.05 percent, but there is
a difference. Traditionally, statistics looks at observed values as falling into a
confidence interval.

On the other hand, the amount of money a customer paid last January is
quite well understood—down to the last penny. The definition of customer
may be a little bit fuzzy; the definition of January may be fuzzy (consider 5-4-
4 accounting cycles). However, the amount of the payment is precise. There is
no measurement error.

There are sources of error in business data. Of particular concern is opera-
tional error, which can cause systematic bias in what is being collected. For
instance, clock skew may mean that two events that seem to happen in one
sequence may happen in another. A database record may have a Tuesday update
date, when it really was updated on Monday, because the updating process runs
just after midnight. Such forms of bias are systematic, and potentially represent
spurious patterns that might be picked up by data mining algorithms.

One major difference between business data and scientific data is that the
latter has many continuous values and the former has many discrete values.
Even monetary amounts are discrete—two values can differ only by multiples
of pennies (or some similar amount)—even though the values might be repre-
sented by real numbers.
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There Is a Lot of Data

Traditionally, statistics has been applied to smallish data sets (at most a few
thousand rows) with few columns (less than a dozen). The goal has been to
squeeze as much information as possible out of the data. This is still important
in problems where collecting data is expensive or arduous—such as market
research, crash testing cars, or tests of the chemical composition of Martian soil.

Business data, on the other hand, is very voluminous. The challenge is
understanding anything about what is happening, rather than every possible
thing. Fortunately, there is also enough computing power available to handle
the large volumes of data.

Sampling theory is an important part of statistics. This area explains how
results on a subset of data (a sample) relate to the whole. This is very important
when planning to do a poll, because it is not possible to ask everyone a ques-
tion; rather, pollsters ask a very small sample and derive overall opinion.
However, this is much less important when all the data is available. Usually, it
is best to use all the data available, rather than a small subset of it.

There are a few cases when this is not necessarily true. There might simply
be too much data. Instead of building models on tens of millions of customers;
build models on hundreds of thousands—at least to learn how to build better
models. Another reason is to get an unrepresentative sample. Such a sample, for
instance, might have an equal number of churners and nonchurners, although
the original data had different proportions. However, it is generally better to
use more data rather than sample down and use less, unless there is a good
reason for sampling down.

Time Dependency Pops Up Everywhere

Almost all data used in data mining has a time dependency associated with it.
Customers’ reactions to marketing efforts change over time. Prospects’ reac-
tions to competitive offers change over time. Comparing results from a mar-
keting campaign one year to the previous year is rarely going to yield exactly
the same result. We do not expect the same results.

On the other hand, we do expect scientific experiments to yield similar results
regardless of when the experiment takes place. The laws of science are consid-
ered immutable; they do not change over time. By contrast, the business climate
changes daily. Statistics often considers repeated observations to be indepen-
dent observations. That is, one observation does not resemble another. Data
mining, on the other hand, must often consider the time component of the data.

Experimentation is Hard

Data mining has to work within the constraints of existing business practices.
This can make it difficult to set up experiments, for several reasons:
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m Businesses may not be willing to invest in efforts that reduce short-term
gain for long-term learning.

m Business processes may interfere with well-designed experimental
methodologies.

m Factors that may affect the outcome of the experiment may not be
obvious.

m Timing plays a critical role and may render results useless.

Of these, the first two are the most difficult. The first simply says that tests
do not get done. Or, they are done so poorly that the results are useless. The
second poses the problem that a seemingly well-designed experiment may not
be executed correctly. There are always hitches when planning a test; some-
times these hitches make it impossible to read the results.

Data Is Censored and Truncated

The data used for data mining is often incomplete, in one of two special ways.
Censored values are incomplete because whatever is being measured is not
complete. One example is customer tenures. For active customers, we know
the tenure is greater than the current tenure; however, we do not know which
customers are going to stop tomorrow and which are going to stop 10 years
from now. The actual tenure is greater than the observed value and cannot be
known until the customer actually stops at some unknown point in the future.
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Figure 5.11 A time series of product sales and inventory illustrates the problem of
censored data.
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Figure 5.11 shows another situation with the same result. This curve shows
sales and inventory for a retailer for one product. Sales are always less than or
equal to the inventory. On the days with the Xs, though, the inventory sold
out. What were the potential sales on these days? The potential sales are
greater than or equal to the observed sales—another example of censored data.

Truncated data poses another problem in terms of biasing samples. Trun-
cated data is not included in databases, often because it is too old. For instance,
when Company A purchases Company B, their systems are merged. Often, the
active customers from Company B are moved into the data warehouse for
Company A. That is, all customers active on a given date are moved over.
Customers who had stopped the day before are not moved over. This is an
example of left truncation, and it pops up throughout corporate databases,
usually with no warning (unless the documentation is very good about saying
what is not in the warehouse as well as what is). This can cause confusion
when looking at when customers started—and discovering that all customers
who started 5 years before the merger were mysteriously active for at least 5
years. This is not due to a miraculous acquisition program. This is because all
the ones who stopped earlier were excluded.

Lessons Learned

This chapter talks about some basic statistical methods that are useful for ana-
lyzing data. When looking at data, it is useful to look at histograms and cumu-
lative histograms to see what values are most common. More important,
though, is looking at values over time.

One of the big questions addressed by statistics is whether observed values
are expected or not. For this, the number of standard deviations from the mean
(z-score) can be used to calculate the probability of the value being due to
chance (the p-value). High p-values mean that the null hypothesis is true; that
is, nothing interesting is happening. Low p-values are suggestive that other
factors may be influencing the results. Converting z-scores to p-values
depends on the normal distribution.

Business problems often require analyzing data expressed as proportions.
Fortunately, these behave similarly to normal distributions. The formula for the
standard error for proportions (SEP) makes it possible to define a confidence
interval on a proportion such as a response rate. The standard error for the dif-
ference of proportions (SEDP) makes it possible to determine whether two val-
ues are similar. This works by defining a confidence interval for the difference
between two values.

When designing marketing tests, the SEP and SEDP can be used for sizing
test and control groups. In particular, these groups should be large enough to
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measure differences in response with a high enough confidence. Tests that
have more than two groups need to take into account an adjustment, called
Bonferroni’s correction, when setting the group sizes.

The chi-square test is another statistical method that is often useful. This
method directly calculates the estimated values for data laid out in rows and
columns. Based on these estimates, the chi-square test can determine whether
the results are likely or unlikely. As shown in an example, the chi-square test
and SEDP methods produce similar results.

Statisticians and data miners solve similar problems. However, because of
historical differences and differences in the nature of the problems, there are
some differences in approaches. Data miners generally have lots and lots of
data with few measurement errors. This data changes over time, and values
are sometimes incomplete. The data miner has to be particularly suspicious
about bias introduced into the data by business processes.

The next eight chapters dive into more detail into more modern techniques
for building models and understanding data. Many of these techniques have
been adopted by statisticians and build on over a century of work in this area.






Decision Trees

Decision trees are powerful and popular for both classification and prediction.
The attractiveness of tree-based methods is due largely to the fact that decision
trees represent rules. Rules can readily be expressed in English so that we
humans can understand them; they can also be expressed in a database access
language such as SQL to retrieve records in a particular category. Decision
trees are also useful for exploring data to gain insight into the relationships of
a large number of candidate input variables to a target variable. Because deci-
sion trees combine both data exploration and modeling, they are a powerful
tirst step in the modeling process even when building the final model using
some other technique.

There is often a trade-off between model accuracy and model transparency.
In some applications, the accuracy of a classification or prediction is the only
thing that matters; if a direct mail firm obtains a model that can accurately pre-
dict which members of a prospect pool are most likely to respond to a certain
solicitation, the firm may not care how or why the model works. In other situ-
ations, the ability to explain the reason for a decision is crucial. In insurance
underwriting, for example, there are legal prohibitions against discrimination
based on certain variables. An insurance company could find itself in the posi-
tion of having to demonstrate to a court of law that it has not used illegal dis-
criminatory practices in granting or denying coverage. Similarly, it is more
acceptable to both the loan officer and the credit applicant to hear that an
application for credit has been denied on the basis of a computer-generated
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rule (such as income below some threshold and number of existing revolving
accounts greater than some other threshold) than to hear that the decision has
been made by a neural network that provides no explanation for its action.

This chapter begins with an examination of what decision trees are, how
they work, and how they can be applied to classification and prediction prob-
lems. It then describes the core algorithm used to build decision trees and dis-
cusses some of the most popular variants of that core algorithm. Practical
examples drawn from the authors’ experience are used to demonstrate the
utility and general applicability of decision tree models and to illustrate prac-
tical considerations that must be taken into account.

What Is a Decision Tree?

A decision tree is a structure that can be used to divide up a large collection of
records into successively smaller sets of records by applying a sequence of
simple decision rules. With each successive division, the members of the
resulting sets become more and more similar to one another. The familiar divi-
sion of living things into kingdoms, phyla, classes, orders, families, genera,
and species, invented by the Swedish botanist Carl Linnaeus in the 1730s, pro-
vides a good example. Within the animal kingdom, a particular animal is
assigned to the phylum chordata if it has a spinal cord. Additional characteris-
tics are used to further subdivide the chordates into the birds, mammals, rep-
tiles, and so on. These classes are further subdivided until, at the lowest level
in the taxonomy, members of the same species are not only morphologically
similar, they are capable of breeding and producing fertile offspring.

A decision tree model consists of a set of rules for dividing a large heteroge-
neous population into smaller, more homogeneous groups with respect to a
particular target variable. A decision tree may be painstakingly constructed by
hand in the manner of Linnaeus and the generations of taxonomists that fol-
lowed him, or it may be grown automatically by applying any one of several
decision tree algorithms to a model set comprised of preclassified data. This
chapter is mostly concerned with the algorithms for automatically generating
decision trees. The target variable is usually categorical and the decision tree
model is used either to calculate the probability that a given record belongs to
each of the categories, or to classify the record by assigning it to the most likely
class. Decision trees can also be used to estimate the value of a continuous
variable, although there are other techniques more suitable to that task.

Classification

Anyone familiar with the game of Twenty Questions will have no difficulty
understanding how a decision tree classifies records. In the game, one player
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thinks of a particular place, person, or thing that would be known or recognized
by all the participants, but the player gives no clue to its identity. The other play-
ers try to discover what it is by asking a series of yes-or-no questions. A good
player rarely needs the full allotment of 20 questions to move all the way from
“Is it bigger than a bread box?” to “the Golden Gate Bridge.”

A decision tree represents such a series of questions. As in the game, the
answer to the first question determines the follow-up question. The initial
questions create broad categories with many members; follow-on questions
divide the broad categories into smaller and smaller sets. If the questions are
well chosen, a surprisingly short series is enough to accurately classify an
incoming record.

The game of Twenty Questions illustrates the process of using a tree for
appending a score or class to a record. A record enters the tree at the root node.
The root node applies a test to determine which child node the record will
encounter next. There are different algorithms for choosing the initial test, but
the goal is always the same: To choose the test that best discriminates among
the target classes. This process is repeated until the record arrives at a leaf node.
All the records that end up at a given leaf of the tree are classified the same
way. There is a unique path from the root to each leaf. That path is an expres-
sion of the rule used to classify the records.

Different leaves may make the same classification, although each leaf makes
that classification for a different reason. For example, in a tree that classifies
fruits and vegetables by color, the leaves for apple, tomato, and cherry might all
predict “red,” albeit with varying degrees of confidence since there are likely to
be examples of green apples, yellow tomatoes, and black cherries as well.

The decision tree in Figure 6.1 classifies potential catalog recipients as likely
(1) or unlikely (0) to place an order if sent a new catalog.

The tree in Figure 6.1 was created using the SAS Enterprise Miner Tree
Viewer tool. The chart is drawn according to the usual convention in data
mining circles—with the root at the top and the leaves at the bottom, perhaps
indicating that data miners ought to get out more to see how real trees grow.
Each node is labeled with a node number in the upper-right corner and the
predicted class in the center. The decision rules to split each node are printed
on the lines connecting each node to its children. The split at the root node on
“lifetime orders”; the left branch is for customers who had six or fewer orders
and the right branch is for customers who had seven or more.

Any record that reaches leaf nodes 19, 14, 16, 17, or 18 is classified as likely
to respond, because the predicted class in this case is 1. The paths to these leaf
nodes describe the rules in the tree. For example, the rule for leaf 19 is If the cus-
tomer has made more than 6.5 orders and it has been fewer than 765 days since the last
order, the customer is likely to respond.
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Figure 6.1 A binary decision tree classifies catalog recipients as likely or unlikely to place
an order.

Alert readers may notice that some of the splits in the decision tree appear
to make no difference. For example, nodes 17 and 18 are differentiated by the
number of orders they have made that included items in the food category, but
both nodes are labeled as responders. That is because although the probability
of response is higher in node 18 than in node 17, in both cases it is above the
threshold that has been set for classifying a record as a responder. As a classi-
fier, the model has only two outputs, one and zero. This binary classification
throws away useful information, which brings us to the next topic, using
decision trees to produce scores and probabilities.



Decision Trees

169

Scoring

Figure 6.2 is a picture of the same tree as in Figure 6.1, but using a different tree
viewer and with settings modified so that the tree is now annotated with addi-
tional information—namely, the percentage of records in class 1 at each node.

It is now clear that the tree describes a dataset containing half responders
and half nonresponders, because the root node has a proportion of 50 percent.
As described in Chapter 3, this is typical of a training set for a response model
with a binary target variable. Any node with more than 50 percent responders
is labeled with “1” in Figure 6.1, including nodes 17 and 18. Figure 6.2 clarifies
the difference between these nodes. In Node 17, 52.8 percent of records repre-
sent responders, while in Node 18, 66.9 percent do. Clearly, a record in Node
18 is more likely to represent a responder than a record in Node 17. The pro-
portion of records in the desired class can be used as a score, which is often
more useful than just the classification. For a binary outcome, a classification
merely splits records into two groups. A score allows the records to be sorted
from most likely to least likely to be members of the desired class.

§ last 24 months

1 73.2%||1 45.3%
Total 100.0% || Total 100.0%
Node 9|[Node 20

1 37.9%
Total 100.0%
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Total  100.0%
Node 16

1 55.5%|

1 52.8%| 1 66.9%
Total 100.0% | | Total 100.0%
Node 7] [Node 18

Figure 6.2 A decision tree annotated with the proportion of records in class 1 at each
node shows the probability of the classification.
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For many applications, a score capable of rank-ordering a list is all that is
required. This is sufficient to choose the top N percent for a mailing and to cal-
culate lift at various depths in the list. For some applications, however, it is not
sufficient to know that A is more likely to respond than B; we want to know
that actual likelihood of a response from A. Assuming that the prior probabil-
ity of a response is known, it can be used to calculate the probability of
response from the score generated on the oversampled data used to build the
tree. Alternatively, the model can be applied to preclassified data that has a
distribution of responses that reflects the true population. This method, called
backfitting, creates scores using the class proportions at the tree’s leaves to rep-
resent the probability that a record drawn from a similar population is a mem-
ber of the class. These, and related issues, are discussed in detail in Chapter 3.

Estimation

Suppose the important business question is not who will respond but what will
be the size of the customer’s next order? The decision tree can be used to answer
that question too. Assuming that order amount is one of the variables available
in the preclassified model set, the average order size in each leaf can be used as
the estimated order size for any unclassified record that meets the criteria for
that leaf. It is even possible to use a numeric target variable to build the tree;
such a tree is called a regression tree. Instead of increasing the purity of a cate-
gorical variable, each split in the tree is chosen to decrease the variance in the
values of the target variable within each child node.

The fact that trees can be (and sometimes are) used to estimate continuous
values does not make it a good idea. A decision tree estimator can only gener-
ate as many discrete values as there are leaves in the tree. To estimate a contin-
uous variable, it is preferable to use a continuous function. Regression models
and neural network models are generally more appropriate for estimation.

Trees Grow in Many Forms

The tree in Figure 6.1 is a binary tree of nonuniform depth; that is, each nonleaf
node has two children and leaves are not all at the same distance from the root.
In this case, each node represents a yes-or-no question, whose answer deter-
mines by which of two paths a record proceeds to the next level of the tree. Since
any multiway split can be expressed as a series of binary splits, there is no real
need for trees with higher branching factors. Nevertheless, many data mining
tools are capable of producing trees with more than two branches. For example,
some decision tree algorithms split on categorical variables by creating a branch
for each class, leading to trees with differing numbers of branches at different
nodes. Figure 6.3 illustrates a tree that uses both three-way and two-way splits
for the same classification problem as the tree in Figures 6.1 and 6.2.
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Figure 6.3 This ternary decision tree is applied to the same the same classification
problem as in Figure 6.1.

m There is no relationship between the number of branches allowed at a
node and the number of classes in the target variable. A binary tree (that is,
one with two-way splits) can be used to classify records into any number of
categories, and a tree with multiway splits can be used to classify a binary
target variable.

How a Decision Tree Is Grown

Although there are many variations on the core decision tree algorithm, all of
them share the same basic procedure: Repeatedly split the data into smaller
and smaller groups in such a way that each new generation of nodes has
greater purity than its ancestors with respect to the target variable. For most of
this discussion, we assume a binary, categorical target variable, such as
responder/nonresponder. This simplifies the explanations without much loss
of generality.
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Finding the Splits

At the start of the process, there is a training set consisting of preclassified
records—that is, the value of the target variable is known for all cases. The goal
is to build a tree that assigns a class (or a likelihood of membership in each class)
to the target field of a new record based on the values of the input variables.

The tree is built by splitting the records at each node according to a function
of a single input field. The first task, therefore, is to decide which of the input
fields makes the best split. The best split is defined as one that does the best job
of separating the records into groups where a single class predominates in
each group.

The measure used to evaluate a potential split is purity. The next section
talks about specific methods for calculating purity in more detail. However,
they are all trying to achieve the same effect. With all of them, low purity
means that the set contains a representative distribution of classes (relative to
the parent node), while high purity means that members of a single class pre-
dominate. The best split is the one that increases the purity of the record sets
by the greatest amount. A good split also creates nodes of similar size, or at
least does not create nodes containing very few records.

These ideas are easy to see visually. Figure 6.4 illustrates some good and bad
splits.
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Figure 6.4 A good split increases purity for all the children.
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The first split is a poor one because there is no increase in purity. The initial
population contains equal numbers of the two sorts of dot; after the split, so
does each child. The second split is also poor, because all though purity is
increased slightly, the pure node has few members and the purity of the larger
child is only marginally better than that of the parent. The final split is a good
one because it leads to children of roughly same size and with much higher
purity than the parent.

Tree-building algorithms are exhaustive. They proceed by taking each input
variable in turn and measuring the increase in purity that results from every
split suggested by that variable. After trying all the input variables, the one
that yields the best split is used for the initial split, creating two or more chil-
dren. If no split is possible (because there are too few records) or if no split
makes an improvement, then the algorithm is finished with that node and the
node become a leaf node. Otherwise, the algorithm performs the split and
repeats itself on each of the children. An algorithm that repeats itself in this
way is called a recursive algorithm.

Splits are evaluated based on their effect on node purity in terms of the tar-
get variable. This means that the choice of an appropriate splitting criterion
depends on the type of the target variable, not on the type of the input variable.
With a categorical target variable, a test such as Gini, information gain, or chi-
square is appropriate whether the input variable providing the split is numeric
or categorical. Similarly, with a continuous, numeric variable, a test such as
variance reduction or the F-test is appropriate for evaluating the split regard-
less of whether the input variable providing the split is categorical or numeric.

Splitting on a Numeric Input Variable

When searching for a binary split on a numeric input variable, each value that
the variable takes on in the training set is treated as a candidate value for
the split. Splits on a numeric variable take the form X<N. All records where the
value of X (the splitting variable) is less than some constant N are sent to one
child and all records where the value of X is greater than or equal to N are sent
to the other. After each trial split, the increase in purity, if any, due to the
split is measured. In the interests of efficiency, some implementations of
the splitting algorithm do not actually evaluate every value; they evaluate a
sample of the values instead.

When the decision tree is scored, the only use that it makes of numeric
inputs is to compare their values with the split points. They are never multi-
plied by weights or added together as they are in many other types of models.
This has the important consequence that decision trees are not sensitive to out-
liers or skewed distributions of numeric variables, because the tree only uses
the rank of numeric variables and not their absolute values.
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Splitting on a Categorical Input Variable

The simplest algorithm for splitting on a categorical input variable is simply to
create a new branch for each class that the categorical variable can take on. So,
if color is chosen as the best field on which to split the root node, and the train-
ing set includes records that take on the values red, orange, yellow, green, blue,
indigo, and violet, then there will be seven nodes in the next level of the tree.
This approach is actually used by some software packages, but it often yields
poor results. High branching factors quickly reduce the population of training
records available at each node in lower levels of the tree, making further splits
less reliable.

A more common approach is to group together the classes that, taken indi-
vidually, predict similar outcomes. More precisely, if two classes of the input
variable yield distributions of the classes of the output variable that do not
differ significantly from one another, the two classes can be merged. The usual
test for whether the distributions differ significantly is the chi-square test.

Splitting in the Presence of Missing Values

One of the nicest things about decision trees is their ability to handle missing
values in either numeric or categorical input fields by simply considering null
to be a possible value with its own branch. This approach is preferable to
throwing out records with missing values or trying to impute missing values.
Throwing out records due to missing values is likely to create a biased training
set because the records with missing values are not likely to be a random sam-
ple of the population. Replacing missing values with imputed values has the
risk that important information provided by the fact that a value is missing will
be ignored in the model. We have seen many cases where the fact that a partic-
ular value is null has predictive value. In one such case, the count of non-null
values in appended household-level demographic data was positively corre-
lated with response to an offer of term life insurance. Apparently, people who
leave many traces in Acxiom’s household database (by buying houses, getting
married, registering products, and subscribing to magazines) are more likely to
be interested in life insurance than those whose lifestyles leave more fields null.

m Decision trees can produce splits based on missing values of an input
variable. The fact that a value is null can often have predictive value so do not
be hasty to filter out records with missing values or to try to replace them with
imputed values.

Although splitting on null as a separate class is often quite valuable, at least
one data mining product offers an alternative approach as well. In Enterprise
Miner, each node stores several possible splitting rules, each one based on a
different input field. When a null value is encountered in the field that yields
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the best splits, the software uses the surrogate split based on the next best avail-
able input variable.

Growing the Full Tree

The initial split produces two or more child nodes, each of which is then split in
the same manner as the root node. Once again, all input fields are considered as
candidate splitters, even fields already used for splits. However, fields that take
on only one value are eliminated from consideration since there is no way that
they can be used to create a split. A categorical field that has been used as a
splitter higher up in the tree is likely to become single-valued fairly quickly. The
best split for each of the remaining fields is determined. When no split can be
found that significantly increases the purity of a given node, or when the
number of records in the node reaches some preset lower bound, or when
the depth of the tree reaches some preset limit, the split search for that branch
is abandoned and the node is labeled as a leaf node.

Eventually, it is not possible to find any more splits anywhere in the tree and
the full decision tree has been grown. As we will see, this full tree is generally
not the tree that does the best job of classifying a new set of records.

Decision-tree-building algorithms begin by trying to find the input variable
that does the best job of splitting the data among the desired categories. At each
succeeding level of the tree, the subsets created by the preceding split are them-
selves split according to whatever rule works best for them. The tree continues
to grow until it is no longer possible to find better ways to split up incoming
records. If there were a completely deterministic relationship between the input
variables and the target, this recursive splitting would eventually yield a tree
with completely pure leaves. It is easy to manufacture examples of this sort, but
they do not occur very often in marketing or CRM applications.

Customer behavior data almost never contains such clear, deterministic
relationships between inputs and outputs. The fact that two customers have
the exact same description in terms of the available input variables does not
ensure that they will exhibit the same behavior. A decision tree for a catalog
response model might include a leaf representing females with age greater
than 50, three or more purchases within the last year, and total lifetime spend-
ing of over $145. The customers reaching this leaf will typically be a mix of
responders and nonresponders. If the leaf in question is labeled “responder,”
than the proportion of nonresponders is the error rate for this leaf. The ratio of
the proportion of responders in this leaf to the proportion of responders in the
population is the /ift at this leaf.

One circumstance where deterministic rules are likely to be discovered is
when patterns in data reflect business rules. The authors had this fact driven
home to them by an experience at Caterpillar, a manufacturer of diesel
engines. We built a decision tree model to predict which warranty claims
would be approved. At the time, the company had a policy by which certain
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claims were paid automatically. The results were startling: The model was 100
percent accurate on unseen test data. In other words, it had discovered the
exact rules used by Caterpillar to classify the claims. On this problem, a neural
network tool was less successful. Of course, discovering known business rules
may not be particularly useful; it does, however, underline the effectiveness of
decision trees on rule-oriented problems.

Many domains, ranging from genetics to industrial processes really do have
underlying rules, though these may be quite complex and obscured by noisy
data. Decision trees are a natural choice when you suspect the existence of
underlying rules.

Measuring the Effectiveness Decision Tree

The effectiveness of a decision tree, taken as a whole, is determined by apply-
ing it to the test set—a collection of records not used to build the tree—and
observing the percentage classified correctly. This provides the classification
error rate for the tree as a whole, but it is also important to pay attention to the
quality of the individual branches of the tree. Each path through the tree rep-
resents a rule, and some rules are better than others.

At each node, whether a leaf node or a branching node, we can measure:

m The number of records entering the node

m The proportion of records in each class

m How those records would be classified if this were a leaf node
m The percentage of records classified correctly at this node

m The variance in distribution between the training set and the test set

Of particular interest is the percentage of records classified correctly at this
node. Surprisingly, sometimes a node higher up in the tree does a better job of
classifying the test set than nodes lower down.

Tests for Choosing the Best Split

A number of different measures are available to evaluate potential splits. Algo-
rithms developed in the machine learning community focus on the increase in
purity resulting from a split, while those developed in the statistics commu-
nity focus on the statistical significance of the difference between the distribu-
tions of the child nodes. Alternate splitting criteria often lead to trees that look
quite different from one another, but have similar performance. That is
because there are usually many candidate splits with very similar perfor-
mance. Different purity measures lead to different candidates being selected,
but since all of the measures are trying to capture the same idea, the resulting
models tend to behave similarly.
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Purity and Diversity

The first edition of this book described splitting criteria in terms of the decrease
in diversity resulting from the split. In this edition, we refer instead to the
increase in purity, which seems slightly more intuitive. The two phrases refer to
the same idea. A purity measure that ranges from 0 (when no two items in the
sample are in the same class) to 1 (when all items in the sample are in the same
class) can be turned into a diversity measure by subtracting it from 1. Some of
the measures used to evaluate decision tree splits assign the lowest score to a
pure node; others assign the highest score to a pure node. This discussion
refers to all of them as purity measures, and the goal is to optimize purity by
minimizing or maximizing the chosen measure.

Figure 6.5 shows a good split. The parent node contains equal numbers of
light and dark dots. The left child contains nine light dots and one dark dot.
The right child contains nine dark dots and one light dot. Clearly, the purity
has increased, but how can the increase be quantified? And how can this split
be compared to others? That requires a formal definition of purity, several of
which are listed below.

Figure 6.5 A good split on a binary categorical variable increases purity.
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Purity measures for evaluating splits for categorical target variables include:

m Gini (also called population diversity)
m Entropy (also called information gain)
m Information gain ratio
|

Chi-square test

When the target variable is numeric, one approach is to bin the value and use
one of the above measures. There are, however, two measures in common
use for numeric targets:

m Reduction in variance
m F test

Note that the choice of an appropriate purity measure depends on whether
the target variable is categorical or numeric. The type of the input variable does
not matter, so an entire tree is built with the same purity measure. The split
illustrated in 6.5 might be provided by a numeric input variable (AGE > 46) or
by a categorical variable (STATE is a member of CT, MA, ME, NH, RI, VT). The
purity of the children is the same regardless of the type of split.

Gini or Population Diversity

One popular splitting criterion is named Gini, after Italian statistician and
economist, Corrado Gini. This measure, which is also used by biologists and
ecologists studying population diversity, gives the probability that two items
chosen at random from the same population are in the same class. For a pure
population, this probability is 1.

The Gini measure of a node is simply the sum of the squares of the propor-
tions of the classes. For the split shown in Figure 6.5, the parent population has
an equal number of light and dark dots. A node with equal numbers of each of
2 classes has a score of 0.5% + 0.5* = 0.5, which is expected because the chance of
picking the same class twice by random selection with replacement is one out
of two. The Gini score for either of the resulting nodes is 0.1* + 0.9* = 0.82. A
perfectly pure node would have a Gini score of 1. A node that is evenly bal-
anced would have a Gini score of 0.5. Sometimes the scores is doubled and
then 1 subtracted, so it is between 0 and 1. However, such a manipulation
makes no difference when comparing different scores to optimize purity.

To calculate the impact of a split, take the Gini score of each child node and
multiply it by the proportion of records that reach that node and then sum the
resulting numbers. In this case, since the records are split evenly between
the two nodes resulting from the split and each node has the same Gini score,
the score for the split is the same as for either of the two nodes.
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Entropy Reduction or Information Gain

Information gain uses a clever idea for defining purity. If a leaf is entirely pure,
then the classes in the leaf can be easily described—they all fall in the same
class. On the other hand, if a leaf is highly impure, then describing it is much
more complicated. Information theory, a part of computer science, has devised
a measure for this situation called entropy. In information theory, entropy is a
measure of how disorganized a system is. A comprehensive introduction to
information theory is far beyond the scope of this book. For our purposes, the
intuitive notion is that the number of bits required to describe a particular sit-
uation or outcome depends on the size of the set of possible outcomes. Entropy
can be thought of as a measure of the number of yes/no questions it would
take to determine the state of the system. If there are 16 possible states, it takes
log,(16), or four bits, to enumerate them or identify a particular one. Addi-
tional information reduces the number of questions needed to determine the
state of the system, so information gain means the same thing as entropy
reduction. Both terms are used to describe decision tree algorithms.

The entropy of a particular decision tree node is the sum, over all the classes
represented in the node, of the proportion of records belonging to a particular
class multiplied by the base two logarithm of that proportion. (Actually, this
sum is usually multiplied by -1 in order to obtain a positive number.) The
entropy of a split is simply the sum of the entropies of all the nodes resulting
from the split weighted by each node’s proportion of the records. When
entropy reduction is chosen as a splitting criterion, the algorithm searches for
the split that reduces entropy (or, equivalently, increases information) by the
greatest amount.

For a binary target variable such as the one shown in Figure 6.5, the formula
for the entropy of a single node is

-1 * ( P(dark)log,P(dark) + P(light)log,P(light) )

In this example, P(dark) and P(light) are both one half. Plugging 0.5 into the
entropy formula gives:

-1 * (0.5 log,(0.5) + 0.5 1log,(0.5))

The first term is for the light dots and the second term is for the dark dots,
but since there are equal numbers of light and dark dots, the expression sim-
plifies to -1 * log,(0.5) which is +1. What is the entropy of the nodes resulting
from the split? One of them has one dark dot and nine light dots, while the
other has nine dark dots and one light dots. Clearly, they each have the same
level of entropy. Namely,

-1 * (0.1 log,(0.1) + 0.9 log,(0.9)) = 0.33 + 0.14 = 0.47
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To calculate the total entropy of the system after the split, multiply the
entropy of each node by the proportion of records that reach that node and
add them up to get an average. In this example, each of the new nodes receives
half the records, so the total entropy is the same as the entropy of each of the
nodes, 0.47. The total entropy reduction or information gain due to the split is
therefore 0.53. This is the figure that would be used to compare this split with
other candidates.

Information Gain Ratio

The entropy split measure can run into trouble when combined with a splitting
methodology that handles categorical input variables by creating a separate
branch for each value. This was the case for ID3, a decision tree tool developed
by Australian researcher J. Ross Quinlan in the nineteen-eighties, that became
part of several commercial data mining software packages. The problem is that
just by breaking the larger data set into many small subsets , the number of
classes represented in each node tends to go down, and with it, the entropy. The
decrease in entropy due solely to the number of branches is called the intrinsic
information of a split. (Recall that entropy is defined as the sum over all the
branches of the probability of each branch times the log base 2 of that probabil-
ity. For a random n-way split, the probability of each branch is 1/n. Therefore,
the entropy due solely to splitting from an n-way split is simply n * 1/n log
(1/n) or log(1/n). Because of the intrinsic information of many-way splits,
decision trees built using the entropy reduction splitting criterion without any
correction for the intrinsic information due to the split tend to be quite bushy.
Bushy trees with many multi-way splits are undesirable as these splits lead to
small numbers of records in each node, a recipe for unstable models.

In reaction to this problem, C5 and other descendents of ID3 that once used
information gain now use the ratio of the total information gain due to a pro-
posed split to the intrinsic information attributable solely to the number of
branches created as the criterion for evaluating proposed splits. This test
reduces the tendency towards very bushy trees that was a problem in earlier
decision tree software packages.

Chi-Square Test

As described in Chapter 5, the chi-square (X?) test is a test of statistical signifi-
cance developed by the English statistician Karl Pearson in 1900. Chi-square is
defined as the sum of the squares of the standardized differences between the
expected and observed frequencies of some occurrence between multiple disjoint
samples. In other words, the test is a measure of the probability that an
observed difference between samples is due only to chance. When used to
measure the purity of decision tree splits, higher values of chi-square mean
that the variation is more significant, and not due merely to chance.
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COMPARING TWO SPLITS USING GINI AND ENTROPY

Consider the following two splits, illustrated in the figure below. In both cases,
the population starts out perfectly balanced between dark and light dots with
ten of each type. One proposed split is the same as in Figure 6.5 yielding two
equal-sized nodes, one 90 percent dark and the other 90 percent light. The
second split yields one node that is 100 percent pure dark, but only has 6 dots
and another that that has 14 dots and is 71.4 percent light.

Which of these two proposed splits increases purity the most?

EVALUATING THE TWO SPLITS USING GINI

As explained in the main text, the Gini score for each of the two children in the
first proposed split is 0.1> + 0.9 = 0.820. Since the children are the same size,
this is also the score for the split.

What about the second proposed split? The Gini score of the left child is 1
since only one class is represented. The Gini score of the right child is

Ginipige = (4/14)> + (10/14)> = 0.082 + 0.510 = 0.592
and the Gini score for the split is:
(6/20)Ginijese + (14/20)Gini,ige = 0.3%*1 + 0.7%0.592 = 0.714

Since the Gini score for the first proposed split (0.820) is greater than for the
second proposed split (0.714), a tree built using the Gini criterion will prefer the
split that yields two nearly pure children over the split that yields one
completely pure child along with a larger, less pure one.

(continued)
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COMPARING TWO SPLITS USING GINI AND ENTROPY (continued)

EVALUATING THE TWO SPLITS USING ENTROPY
As calculated in the main text, the entropy of the parent node is 1. The entropy
of the first proposed split is also calculated in the main text and found to be
0.47 so the information gain for the first proposed split is 0.53.

How much information is gained by the second proposed split? The left child
is pure and so has entropy of 0. As for the right child, the formula for entropy is

- (P(dark)log,P(dark) + P(light)log,P(light))

so the entropy of the right child is:

ENtropYeigne = - ((4/14)10g,(4/14) + (10/14)1l0g,(10/14)) = 0.516 +
0.347 = 0.863

The entropy of the split is the weighted average of the entropies of the
resulting nodes. In this case,

0.3*Entropyiese + 0.7*Entropyrigne = 0.3*0 + 0.7*¥0.863 = 0.604

Subtracting 0.604 from the entropy of the parent (which is 1) yields an
information gain of 0.396. This is less than 0.53, the information gain from the
first proposed split, so in this case, entropy splitting criterion also prefers the
first split to the second. Compared to Gini, the entropy criterion does have a
stronger preference for nodes that are purer, even if smaller. This may be
appropriate in domains where there really are clear underlying rules, but it
tends to lead to less stable trees in “noisy” domains such as response to
marketing offers.

For example, suppose the target variable is a binary flag indicating whether
or not customers continued their subscriptions at the end of the introductory
offer period and the proposed split is on acquisition channel, a categorical
variable with three classes: direct mail, outbound call, and email. If the acqui-
sition channel had no effect on renewal rate, we would expect the number of
renewals in each class to be proportional to the number of customers acquired
through that channel. For each channel, the chi-square test subtracts that
expected number of renewals from the actual observed renewals, squares the
difference, and divides the difference by the expected number. The values for
each class are added together to arrive at the score. As described in Chapter 5,
the chi-square distribution provide a way to translate this chi-square score into
a probability. To measure the purity of a split in a decision tree, the score is
sufficient. A high score means that the proposed split successfully splits the
population into subpopulations with significantly different distributions.

The chi-square test gives its name to CHAID, a well-known decision tree
algorithm first published by John A. Hartigan in 1975. The full acronym stands
for Chi-square Automatic Interaction Detector. As the phrase “automatic inter-
action detector” implies, the original motivation for CHAID was for detecting
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statistical relationships between variables. It does this by building a decision
tree, so the method has come to be used as a classification tool as well. CHAID
makes use of the Chi-square test in several ways—first to merge classes that do
not have significantly different effects on the target variable; then to choose a
best split; and finally to decide whether it is worth performing any additional
splits on a node. In the research community, the current fashion is away from
methods that continue splitting only as long as it seems likely to be useful and
towards methods that involve pruning. Some researchers, however, still prefer
the original CHAID approach, which does not rely on pruning.

The chi-square test applies to categorical variables so in the classic CHAID
algorithm, input variables must be categorical. Continuous variables must be
binned or replaced with ordinal classes such as high, medium, low. Some cur-
rent decision tree tools such as SAS Enterprise Miner, use the chi-square test
for creating splits using categorical variables, but use another statistical test,
the F test, for creating splits on continuous variables. Also, some implementa-
tions of CHAID continue to build the tree even when the splits are not statisti-
cally significant, and then apply pruning algorithms to prune the tree back.

Reduction in Variance

The four previous measures of purity all apply to categorical targets. When the
target variable is numeric, a good split should reduce the variance of the target
variable. Recall that variance is a measure of the tendency of the values in a
population to stay close to the mean value. In a sample with low variance,
most values are quite close to the mean; in a sample with high variance, many
values are quite far from the mean. The actual formula for the variance is the
mean of the sums of the squared deviations from the mean. Although the
reduction in variance split criterion is meant for numeric targets, the dark and
light dots in Figure 6.5 can still be used to illustrate it by considering the dark
dots to be 1 and the light dots to be 0. The mean value in the parent node is
clearly 0.5. Every one of the 20 observations differs from the mean by 0.5, so
the variance is (20 * 0.5% / 20 = 0.25. After the split, the left child has 9 dark
spots and one light spot, so the node mean is 0.9. Nine of the observations dif-
fer from the mean value by 0.1 and one observation differs from the mean
value by 0.9 so the variance is (0.92 + 9 * 0.12) / 10 = 0.09. Since both nodes
resulting from the split have variance 0.09, the total variance after the split is
also 0.09. The reduction in variance due to the split is 0.25 - 0.09 = 0.16.

F Test

Another split criterion that can be used for numeric target variables is the F test,
named for another famous Englishman—statistician, astronomer, and geneti-
cist, Ronald. A. Fisher. Fisher and Pearson reportedly did not get along despite,
or perhaps because of, the large overlap in their areas of interest. Fisher’s test
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does for continuous variables what Pearson’s chi-square test does for categori-
cal variables. It provides a measure of the probability that samples with differ-
ent means and variances are actually drawn from the same population.

There is a well-understood relationship between the variance of a sample
and the variance of the population from which it was drawn. (In fact, so long
as the samples are of reasonable size and randomly drawn from the popula-
tion, sample variance is a good estimate of population variance; very small
samples—with fewer than 30 or so observations—usually have higher vari-
ance than their corresponding populations.) The F test looks at the relationship
between two estimates of the population variance—one derived by pooling all
the samples and calculating the variance of the combined sample, and one
derived from the between-sample variance calculated as the variance of the
sample means. If the various samples are randomly drawn from the same
population, these two estimates should agree closely.

The F score is the ratio of the two estimates. It is calculated by dividing the
between-sample estimate by the pooled sample estimate. The larger the score,
the less likely it is that the samples are all randomly drawn from the same
population. In the decision tree context, a large F-score indicates that a pro-
posed split has successfully split the population into subpopulations with
significantly different distributions.

Pruning

As previously described, the decision tree keeps growing as long as new splits
can be found that improve the ability of the tree to separate the records of the
training set into increasingly pure subsets. Such a tree has been optimized for
the training set, so eliminating any leaves would only increase the error rate of
the tree on the training set. Does this imply that the full tree will also do the
best job of classifying new datasets? Certainly not!

A decision tree algorithm makes its best split first, at the root node where
there is a large population of records. As the nodes get smaller, idiosyncrasies
of the particular training records at a node come to dominate the process. One
way to think of this is that the tree finds general patterns at the big nodes and
patterns specific to the training set in the smaller nodes; that is, the tree over-
tits the training set. The result is an unstable tree that will not make good
predictions. The cure is to eliminate the unstable splits by merging smaller
leaves through a process called pruning; three general approaches to pruning
are discussed in detail.
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The CART Pruning Algorithm

CART is a popular decision tree algorithm first published by Leo Breiman,
Jerome Friedman, Richard Olshen, and Charles Stone in 1984. The acronym
stands for Classification and Regression Trees. The CART algorithm grows
binary trees and continues splitting as long as new splits can be found that
increase purity. As illustrated in Figure 6.6, inside a complex tree, there are
many simpler subtrees, each of which represents a different trade-off between
model complexity and training set misclassification rate. The CART algorithm
identifies a set of such subtrees as candidate models. These candidate subtrees
are applied to the validation set and the tree with the lowest validation set mis-
classification rate is selected as the final model.

Creating the Candidate Subtrees

The CART algorithm identifies candidate subtrees through a process of
repeated pruning. The goal is to prune first those branches providing the least
additional predictive power per leaf. In order to identify these least useful
branches, CART relies on a concept called the adjusted error rate. This is a mea-
sure that increases each node’s misclassification rate on the training set by
imposing a complexity penalty based on the number of leaves in the tree. The
adjusted error rate is used to identify weak branches (those whose misclassifi-
cation rate is not low enough to overcome the penalty) and mark them for
pruning.
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Figure 6.6 Inside a complex tree, there are simpler, more stable trees.
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COMPARING MISCLASSIFICAION RATES ON TRAINING AND
VALIDATION SETS

The error rate on the validation set should be larger than the error rate on the
training set, because the training set was used to build the rules in the model.
A large difference in the misclassification error rate, however, is a symptom of
an unstable model. This difference can show up in several ways as shown by
the following three graphs generated by SAS Enterprise Miner. The graphs
represent the percent of records correctly classified by the candidate models in
a decision tree. Candidate subtrees with fewer nodes are on the left; with more
nodes are on the right. These figures show the percent correctly classified
instead of the error rate, so they are upside down from the way similar charts
are shown elsewhere in this book.

As expected, the first chart shows the candidate trees performing better and
better on the training set as the trees have more and more nodes—the training
process stops when the performance no longer improves. On the validation set,
however, the candidate trees reach a peak and then the performance starts to
decline as the trees get larger. The optimal tree is the one that works on the
validation set, and the choice is easy because the peak is well-defined.

LT

This chart shows a clear inflection point in the graph of the percent correctly classified
in the validation set.
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COMPARING MISCLASSIFICAION RATES ON TRAINING AND

VALIDATION SETS (continued)

Sometimes, though, there is not clear demarcation point. That is, the
performance of the candidate models on the validation set never quite reaches
a maximum as the trees get larger. In this case, the pruning algorithm chooses
the entire tree (the largest possible subtree), as shown in the following
illustration:
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In this chart, the percent correctly classified in the validation set levels off early and
remains far below the percent correctly classified in the training set.

The final example is perhaps the most interesting, because the results on the
validation set become unstable as the candidate trees become larger. The cause
of the instability is that the leaves are too small. In this tree, there is an
example of a leaf that has three records from the training set and all three have
a target value of 1 - a perfect leaf. However, in the validation set, the one
record that falls there has the value 0. The leaf is 100 percent wrong. As the
tree grows more complex, more of these too-small leaves are included,
resulting in the instability seen below:

(continued)
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COMPARING MISCLASSIFICAION RATES ON TRAINING AND

VALIDATION SETS (continued)
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In this chart, the percent correctly classified on the validation set decreases with the
complexity of the tree and eventually becomes chaotic.

The last two figures are examples of unstable models. The simplest way to
avoid instability of this sort is to ensure that leaves are not allowed to become
too small.

The formula for the adjusted error rate is:

AE(T) = E(T) + oleaf_count(T)

Where o is an adjustment factor that is increased in gradual steps to create
new subtrees. When o is zero, the adjusted error rate equals the error rate. To
find the first subtree, the adjusted error rates for all possible subtrees contain-
ing the root node are evaluated as o is gradually increased. When the adjusted
error rate of some subtree becomes less than or equal to the adjusted error rate
for the complete tree, we have found the first candidate subtree, oy. All
branches that are not part of o, are pruned and the process starts again. The o
tree is pruned to create an o, tree. The process ends when the tree has been
pruned all the way down to the root node. Each of the resulting subtrees (some-
times called the alphas) is a candidate to be the final model. Notice that all the
candidates contain the root node and the largest candidate is the entire tree.
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Picking the Best Subtree

The next task is to select, from the pool of candidate subtrees, the one that
works best on new data. That, of course, is the purpose of the validation set.
Each of the candidate subtrees is used to classify the records in the validation
set. The tree that performs this task with the lowest overall error rate is
declared the winner. The winning subtree has been pruned sufficiently to
remove the effects of overtraining, but not so much as to lose valuable infor-
mation. The graph in Figure 6.7 illustrates the effect of pruning on classifica-
tion accuracy. The technical aside goes into this in more detail.

Because this pruning algorithm is based solely on misclassification rate,
without taking the probability of each classification into account, it replaces
any subtree whose leaves all make the same classification with a common par-
ent that also makes that classification. In applications where the goal is to
select a small proportion of the records (the top 1 percent or 10 percent, for
example), this pruning algorithm may hurt the performance of the tree, since
some of the removed leaves contain a very high proportion of the target class.
Some tools, such as SAS Enterprise Miner, allow the user to prune trees
optimally for such situations.

Using the Test Set to Evaluate the Final Tree

The winning subtree was selected on the basis of its overall error rate when
applied to the task of classifying the records in the validation set. But, while we
expect that the selected subtree will continue to be the best performing subtree
when applied to other datasets, the error rate that caused it to be selected may
slightly overstate its effectiveness. There are likely to be a large number of sub-
trees that all perform about as well as the one selected. To a certain extent, the
one of these that delivered the lowest error rate on the validation set may
simply have “gotten lucky” with that particular collection of records. For that
reason, as explained in Chapter 3, the selected subtree is applied to a third
preclassified dataset that is disjoint with both the validation set and the train-
ing set. This third dataset is called the test set. The error rate obtained on the
test set is used to predict expected performance of the classification rules rep-
resented by the selected tree when applied to unclassified data.

m Do not evaluate the performance of a model by its lift or error
rate on the validation set. Like the training set, it has had a hand in creating the
model and so will overstate the model’s accuracy. Always measure the model’s
accuracy on a test set that is drawn from the same population as the training
and validation sets, but has not been used in any way to create the model.
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Error Rate

Prune here. Validation data

Training data
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Depth of Tree

Figure 6.7 Pruning chooses the tree whose miscalculation rate is minimized on the
validation set.

The C5 Pruning Algorithm

C5 is the most recent version of the decision-tree algorithm that Australian
researcher, J. Ross Quinlan has been evolving and refining for many years. An
earlier version, ID3, published in 1986, was very influential in the field of
machine learning and its successors are used in several commercial data min-
ing products. (The name ID3 stands for “Iterative Dichotomiser 3.” We have
not heard an explanation for the name C5, but we can guess that Professor
Quinlan’s background is mathematics rather than marketing.) C5 is available
as a commercial product from RuleQuest (www.rulequest.com).
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The trees grown by C5 are similar to those grown by CART (although unlike
CART, C5 makes multiway splits on categorical variables). Like CART, the C5
algorithm first grows an overfit tree and then prunes it back to create a more
stable model. The pruning strategy is quite different, however. C5 does not
make use of a validation set to choose from among candidate subtrees; the
same data used to grow the tree is also used to decide how the tree should be
pruned. This may reflect the algorithm’s origins in the academic world, where
in the past, university researchers had a hard time getting their hands on sub-
stantial quantities of real data to use for training sets. Consequently, they spent
much time and effort trying to coax the last few drops of information from
their impoverished datasets—a problem that data miners in the business
world do not face.

Pessimistic Pruning

C5 prunes the tree by examining the error rate at each node and assuming that
the true error rate is actually substantially worse. If N records arrive at a node,
and E of them are classified incorrectly, then the error rate at that node is E/N.
Now the whole point of the tree-growing algorithm is to minimize this error
rate, so the algorithm assumes that E/N is the best than can be done.

C5 uses an analogy with statistical sampling to come up with an estimate of
the worst error rate likely to be seen at a leaf. The analogy works by thinking of
the data at the leaf as representing the results of a series of trials each of which
can have one of two possible results. (Heads or tails is the usual example.) As it
happens, statisticians have been studying this particular situation since at least
1713, the year that Jacques Bernoulli’s famous binomial formula was posthu-
mously published. So there are well-known formulas for determining what it
means to have observed E occurrences of some event in N trials.

In particular, there is a formula which, for a given confidence level, gives the
confidence interval—the range of expected values of E. C5 assumes that the
observed number of errors on the training data is the low end of this range,
and substitutes the high end to get a leaf’s predicted error rate, E/N on unseen
data. The smaller the node, the higher the error rate. When the high-end esti-
mate of the number of errors at a node is less than the estimate for the errors of
its children, then the children are pruned.

Stability-Based Pruning

The pruning algorithms used by CART and C5 (and indeed by all the com-
mercial decision tree tools that the authors have used) have a problem. They
fail to prune some nodes that are clearly unstable. The split highlighted in
Figure 6.8 is a good example. The picture was produced by SAS Enterprise
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Miner using its default settings for viewing a tree. The numbers on the left-
hand side of each node show what is happening on the training set. The num-
bers on the right-hand side of each node show what is happening on the
validation set. This particular tree is trying to identify churners. When only the
training data is taken into consideration, the highlighted branch seems to do
very well; the concentration of churners rises from 58.0 percent to 70.9 percent.
Unfortunately, when the very same rule is applied to the validation set, the
concentration of churners actually decreases from 56.6 percent to 52 percent.

One of the main purposes of a model is to make consistent predictions on
previously unseen records. Any rule that cannot achieve that goal should be
eliminated from the model. Many data mining tools allow the user to prune a
decision tree manually. This is a useful facility, but we look forward to data
mining software that provides automatic stability-based pruning as an option.
Such software would need to have a less subjective criterion for rejecting a
split than “the distribution of the validation set results looks different from the
distribution of the training set results.” One possibility would be to use a test
of statistical significance, such as the chi-Square Test or the difference of pro-
portions. The split would be pruned when the confidence level is less than
some user-defined threshold, so only splits that are, say, 99 percent confident
on the validation set would remain.

13.5% 13.8%

Handset Churn Rate

< 3.8%

3.5% 3.0% 14.9% 15.6% 28.7% 29.3%

58.0% 56.6% 39.2% 40.4% 27.0% 27.9%

Total Amt. Overdue

I
< 88,455 > 88,455
67.3% 66.0% 70.9% 52.0% 25.9% 44.4%

Figure 6.8 An unstable split produces very different distributions on the training and
validation sets.
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m Small nodes cause big problems. A common cause of unstable
decision tree models is allowing nodes with too few records. Most decision tree
tools allow the user to set a minimum node size. As a rule of thumb, nodes that
receive fewer than about 100 training set records are likely to be unstable.

Extracting Rules from Trees

When a decision tree is used primarily to generate scores, it is easy to forget
that a decision tree is actually a collection of rules. If one of the purposes of the
data mining effort is to gain understanding of the problem domain, it can be
useful to reduce the huge tangle of rules in a decision tree to a smaller, more
comprehensible collection.

There are other situations where the desired output is a set of rules. In
Mastering Data Mining, we describe the application of decision trees to an
industrial process improvement problem, namely the prevention of a certain
type of printing defect. In that case, the end product of the data mining project
was a small collection of simple rules that could be posted on the wall next to
each press.

When a decision tree is used for producing scores, having a large number of
leaves is advantageous because each leaf generates a different score. When the
object is to generate rules, the fewer rules the better. Fortunately, it is often pos-
sible to collapse a complex tree into a smaller set of rules.

The first step in that direction is to combine paths that lead to leaves that
make the same classification. The partial decision tree in Figure 6.9 yields the
following rules:

Watch the game and home team wins and out with friends then beer.
Watch the game and home team wins and sitting at home then diet soda.
Watch the game and home team loses and out with friends then beer.

Watch the game and home team loses and sitting at home then milk.
The two rules that predict beer can be combined by eliminating the test for
whether the home team wins or loses. That test is important for discriminating

between milk and diet soda, but has no bearing on beer consumption. The
new, simpler rule is:

Watch the game and out with friends then beer.
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Watch the game?

, Home team wins?

» No Yes
Out with friends? Out with friends?

No Yes
Yes

No

Figure 6.9 Multiple paths lead to the same conclusion.

Up to this point, nothing is controversial because no information has been
lost, but C5’s rule generator goes farther. It attempts to generalize each rule by
removing clauses, then comparing the predicted error rate of the new, briefer
rule to that of the original using the same pessimistic error rate assumption
used for pruning the tree in the first place. Often, the rules for several different
leaves generalize to the same rule, so this process results in fewer rules than
the decision tree had leaves.

In the decision tree, every record ends up at exactly one leaf, so every record
has a definitive classification. After the rule-generalization process, however,
there may be rules that are not mutually exclusive and records that are not cov-
ered by any rule. Simply picking one rule when more than one is applicable
can solve the first problem. The second problem requires the introduction of a
default class assigned to any record not covered by any of the rules. Typically,
the most frequently occurring class is chosen as the default.

Once it has created a set of generalized rules, Quinlan’s C5 algorithm
groups the rules for each class together and eliminates those that do not seem
to contribute much to the accuracy of the set of rules as a whole. The end result
is a small number of easy to understand rules.
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Taking Cost into Account

In the discussion so far, the error rate has been the sole measure for evaluating
the fitness of rules and subtrees. In many applications, however, the costs of
misclassification vary from class to class. Certainly, in a medical diagnosis, a
false negative can be more harmful than a false positive; a scary Pap smear
result that, on further investigation, proves to have been a false positive, is
much preferable to an undetected cancer. A cost function multiplies the prob-
ability of misclassification by a weight indicating the cost of that misclassifica-
tion. Several tools allow the use of such a cost function instead of an error
function for building decision trees.

Further Refinements to the Decision Tree Method

Although they are not found in most commercial data mining software pack-
ages, there are some interesting refinements to the basic decision tree method
that are worth discussing.

Using More Than One Field at a Time

Most decision tree algorithms test a single variable to perform each split. This
approach can be problematic for several reasons, not least of which is that it
can lead to trees with more nodes than necessary. Extra nodes are cause for
concern because only the training records that arrive at a given node are avail-
able for inducing the subtree below it. The fewer training examples per node,
the less stable the resulting model.

Suppose that we are interested in a condition for which both age and gender
are important indicators. If the root node split is on age, then each child node
contains only about half the women. If the initial split is on gender, then each
child node contains only about half the old folks.

Several algorithms have been developed to allow multiple attributes to be
used in combination to form the splitter. One technique forms Boolean con-
junctions of features in order to reduce the complexity of the tree. After find-
ing the feature that forms the best split, the algorithm looks for the feature
which, when combined with the feature chosen first, does the best job of
improving the split. Features continue to be added as long as there continues
to be a statistically significant improvement in the resulting split.

This procedure can lead to a much more efficient representation of classifi-
cation rules. As an example, consider the task of classifying the results of a
vote according to whether the motion was passed unanimously. For simplicity,
consider the case where there are only three votes cast. (The degree of simpli-
fication to be made only increases with the number of voters.)

Table 6.1 contains all possible combinations of three votes and an added col-
umn to indicate the unanimity of the result.
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Table 6.1 All Possible Combinations of Votes by Three Voters

FIRST VOTER SECOND VOTER THIRD VOTER UNANIMOUS?
Nay Nay Nay TRUE
Nay Nay Aye FALSE
Nay Aye Nay FALSE
Nay Aye Aye FALSE
Aye Nay Nay FALSE
Aye Nay Aye FALSE
Aye Aye Nay FALSE
Aye Aye Aye TRUE

Figure 6.10 shows a tree that perfectly classifies the training data, requiring
five internal splitting nodes. Do not worry about how this tree is created, since
that is unnecessary to the point we are making.

Allowing features to be combined using the logical and function to form
conjunctions yields the much simpler tree in Figure 6.11. The second tree illus-
trates another potential advantage that can arise from using combinations of
fields. The tree now comes much closer to expressing the notion of unanimity
that inspired the classes: “When all voters agree, the decision is unanimous.”

Yes No

5]

Yes No Yes No

Figure 6.10 The best binary tree for the unanimity function when splitting on single fields.
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|Voter #1 and Voter #2 and Voter #3 all vote yes?

Yes No Voter #1 and Voter #2 and
Voter #3 all vote no?

Figure 6.11 Combining features simplifies the tree for defining unanimity.

A tree that can be understood all at once is said, by machine learning
researchers, to have good “mental fit.” Some researchers in the machine learn-
ing field attach great importance to this notion, but that seems to be an artifact
of the tiny, well-structured problems around which they build their studies. In
the real world, if a classification task is so simple that you can get your mind
around the entire decision tree that represents it, you probably don’t need to
waste your time with powerful data mining tools to discover it. We believe
that the ability to understand the rule that leads to any particular leaf is very
important; on the other hand, the ability to interpret an entire decision tree at
a glance is neither important nor likely to be possible outside of the laboratory.

Tilting the Hyperplane

Classification problems are sometimes presented in geometric terms. This way
of thinking is especially natural for datasets having continuous variables for
all fields. In this interpretation, each record is a point in a multidimensional
space. Each field represents the position of the record along one axis of the
space. Decision trees are a way of carving the space into regions, each of which
is labeled with a class. Any new record that falls into one of the regions is clas-
sified accordingly.

Traditional decision trees, which test the value of a single field at each node,
can only form rectangular regions. In a two-dimensional space, a test of the form
Y less than some constant forms a region bounded by a line perpendicular to
the Y-axis and parallel to the X-axis. Different values for the constant cause the
line to move up and down, but the line remains horizontal. Similarly, in a space
of higher dimensionality, a test on a single field defines a hyperplane that is per-
pendicular to the axis represented by the field used in the test and parallel to all
the other axes. In a two-dimensional space, with only horizontal and vertical
lines to work with, the resulting regions are rectangular. In three-dimensional
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space, the corresponding shapes are rectangular solids, and in any multidi-
mensional space, there are hyper-rectangles.

The problem is that some things don’t fit neatly into rectangular boxes.
Figure 6.12 illustrates the problem: The two regions are really divided by a
diagonal line; it takes a deep tree to generate enough rectangles to approxi-
mate it adequately.

In this case, the true solution can be found easily by allowing linear combi-
nations of the attributes to be considered. Some software packages attempt to
tilt the hyperplanes by basing their splits on a weighted sum of the values of the
fields. There are a variety of hill-climbing approaches for selecting the weights.

Of course, it is easy to come up with regions that are not captured easily
even when diagonal lines are allowed. Regions may have curved boundaries
and fields may have to be combined in more complex ways (such as multiply-
ing length by width to get area). There is no substitute for the careful selection
of fields to be inputs to the tree-building process and, where necessary, the cre-
ation of derived fields that capture relationships known or suspected by
domain experts. These derived fields may be functions of several other fields.
Such derived fields inserted manually serve the same purpose as automati-
cally combining fields to tilt the hyperplane.
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Figure 6.12 The upper-left and lower-right quadrants are easily classified, while the other
two quadrants must be carved up into many small boxes to approximate the boundary
between the regions.
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Neural Trees

One way of combining input from many fields at every node is to have each
node consist of a small neural network. For domains where rectangular
regions do a poor job describing the true shapes of the classes, neural trees can
produce more accurate classifications, while being quicker to train and to score
than pure neural networks.

From the point of view of the user, this hybrid technique has more in com-
mon with neural-network variants than it does with decision-tree variants
because, in common with other neural-network techniques, it is not capable of
explaining its decisions. The tree still produces rules, but these are of the form
F(wlx1, w2x2,w3x3, . . .) < N, where F is the combining function used by the
neural network. Such rules make more sense to neural network software than
to people.

Piecewise Regression Using Trees

Another example of combining trees with other modeling methods is a form of
piecewise linear regression in which each split in a decision tree is chosen so as
to minimize the error of a simple regression model on the data at that node.
The same method can be applied to logistic regression for categorical target
variables.

Alternate Representations for Decision Trees

The traditional tree diagram is a very effective way of representing the actual
structure of a decision tree. Other representations are sometimes more useful
when the focus is more on the relative sizes and concentrations of the nodes.

Box Diagrams

While the tree diagram and Twenty Questions analogy are helpful in visualiz-
ing certain properties of decision-tree methods, in some cases, a box diagram
is more revealing. Figure 6.13 shows the box diagram representation of a deci-
sion tree that tries to classify people as male or female based on their ages and
the movies they have seen recently. The diagram may be viewed as a sort of
nested collection of two-dimensional scatter plots.

At the root node of a decision tree, the first three-way split is based on which
of three groups the survey respondent’s most recently seen movie falls. In the
outermost box of the diagram, the horizontal axis represents that field. The out-
ermost box is divided into sections, one for each node at the next level of the tree.
The size of each section is proportional to the number of records that fall into it.
Next, the vertical axis of each box is used to represent the field that is used as the
next splitter for that node. In general, this will be a different field for each box.
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Last Movie in Group

Last Movie
in Group “
1
age < 27 @

Figure 6.13 A box diagram represents a decision tree. Shading is proportional to the
purity of the box; size is proportional to the number of records that land there.

There is now a new set of boxes, each of which represents a node at the third
level of the tree. This process continues, dividing boxes until the leaves of the
tree each have their own box. Since decision trees often have nonuniform
depth, some boxes may be subdivided more often than others. Box diagrams
make it easy to represent classification rules that depend on any number of
variables on a two-dimensional chart.

The resulting diagram is very expressive. As we toss records onto the grid,
they fall into a particular box and are classified accordingly. A box chart allows
us to look at the data at several levels of detail. Figure 6.13 shows at a glance
that the bottom left contains a high concentration of males.

Taking a closer look, we find some boxes that seem to do a particularly good
job at classification or collect a large number of records. Viewed this way; it is
natural to think of decision trees as a way of drawing boxes around groups of
similar points. All of the points within a particular box are classified the same
way because they all meet the rule defining that box. This is in contrast to clas-
sical statistical classification methods such as linear, logistic, and quadratic
discriminants that attempt to partition data into classes by drawing a line or
elliptical curve through the data space. This is a fundamental distinction: Sta-
tistical approaches that use a single line to find the boundary between classes
are weak when there are several very different ways for a record to become
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part of the target class. Figure 6.14 illustrates this point using two species of
dinosaur. The decision tree (represented as a box diagram) has successfully
isolated the stegosaurs from the triceratops.

In the credit card industry, for example, there are several ways for customers
to be profitable. Some profitable customers have low transaction rates, but
keep high revolving balances without defaulting. Others pay off their balance
in full each month, but are profitable due to the high transaction volume they
generate. Yet others have few transactions, but occasionally make a large pur-
chase and take several months to pay it off. Two very dissimilar customers
may be equally profitable. A decision tree can find each separate group, label
it, and by providing a description of the box itself, suggest the reason for each
group’s profitability.

Tree Ring Diagrams

Another clever representation of a decision tree is used by the Enterprise
Miner product from SAS Institute. The diagram in Figure 6.15 looks as though
the tree has been cut down and we are looking at the stump.

Figure 6.14 Often a simple line or curve cannot separate the regions and a decision tree
does better.
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Figure 6.15 A tree ring diagram produced by SAS Enterprise Miner summarizes the
different levels of the tree.

The circle at the center of the diagram represents the root node, before any
splits have been made. Moving out from the center, each concentric ring rep-
resents a new level in the tree. The ring closest to the center represents the root
node split. The arc length is proportional to the number of records taking each
of the two paths, and the shading represents the node’s purity. The first split in
the model represented by this diagram is fairly unbalanced. It divides the
records into two groups, a large one where the concentration is little different
from the parent population, and a small one with a high concentration of the
target class. At the next level, this smaller node is again split and one branch,
represented by the thin, dark pie slice that extends all the way through to the
outermost ring of the diagram, is a leaf node.

The ring diagram shows the tree’s depth and complexity at a glance and
indicates the location of high concentrations on the target class. What it does
not show directly are the rules defining the nodes. The software reveals these
when a user clicks on a particular section of the diagram.

Team-F [y v
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Decision Trees in Practice

Decision trees can be applied in many different situations.

m To explore a large dataset to pick out useful variables
m To predict future states of important variables in an industrial process

m To form directed clusters of customers for a recommendation system

This section includes examples of decision trees being used in all of these
ways.

Decision Trees as a Data Exploration Tool

During the data exploration phase of a data mining project, decision trees are a
useful tool for picking the variables that are likely to be important for predict-
ing particular targets. One of our newspaper clients, The Boston Globe, was inter-
ested in estimating a town’s expected home delivery circulation level based on
various demographic and geographic characteristics. Armed with such esti-
mates, they would, among other things, be able to spot towns with untapped
potential where the actual circulation was lower than the expected circulation.
The final model would be a regression equation based on a handful of vari-
ables. But which variables? And what exactly would the regression attempt to
estimate? Before building the regression model, we used decision trees to help
explore these questions.

Although the newspaper was ultimately interested in predicting the actual
number of subscribing households in a given city or town, that number does
not make a good target for a regression model because towns and cities vary
so much in size. It is not useful to waste modeling power on discovering that
there are more subscribers in large towns than in small ones. A better target is
the penetration—the proportion of households that subscribe to the paper. This
number yields an estimate of the total number of subscribing households sim-
ply by multiply it by the number of households in a town. Factoring out town
size yields a target variable with values that range from zero to somewhat less
than one.

The next step was to figure out which factors, from among the hundreds in
the town signature, separate towns with high penetration (the “good” towns)
from those with low penetration (the “bad” towns). Our approach was to
build decision tree with a binary good /bad target variable. This involved sort-
ing the towns by home delivery penetration and labeling the top one third
“good” and the bottom one third “bad.” Towns in the middle third—those that
are not clearly good or bad—were left out of the training set. The screen shot
in Figure 6.16 shows the top few levels of one of the resulting trees.
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Figure 6.16 A decision tree separates good towns from the bad, as visualized by Insightful
Miner.

The tree shows that median home value is the best first split. Towns where
the median home value (in a region with some of the most expensive housing
in the country) is less than $226,000 dollars are poor prospects for this paper.
The split at the next level is more surprising. The variable chosen for the split
is one of a family of derived variables comparing the subscriber base in the
town to the town population as a whole. Towns where the subscribers are sim-
ilar to the general population are better, in terms of home delivery penetration,
than towns where the subscribers are farther from the mean. Other variables
that were important for distinguishing good from bad towns included the
mean years of school completed, the percentage of the population in blue
collar occupations, and the percentage of the population in high-status occu-
pations. All of these ended up as inputs to the regression model.

Some other variables that we had expected to be important such as distance
from Boston and household income turned out to be less powerful. Once the
decision tree has thrown a spotlight on a variable by either including it or fail-
ing to use it, the reason often becomes clear with a little thought. The problem
with distance from Boston, for instance, is that as one first drives out into the
suburbs, home penetration goes up with distance from Boston. After a while,
however, distance from Boston becomes negatively correlated with penetra-
tion as people far from Boston do not care as much about what goes on there.
Home price is a better predictor because its distribution resembles that of the
target variable, increasing in the first few miles and then declining. The deci-
sion tree provides guidance about which variables to think about as well as
which variables to use.
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Applying Decision-Tree Methods to Sequential Events

Predicting the future is one of the most important applications of data mining.
The task of analyzing trends in historical data in order to predict future behav-
ior recurs in every domain we have examined.

One of our clients, a major bank, looked at the detailed transaction data from
its customers in order to spot earlier warning signs for attrition in its checking
accounts. ATM withdrawals, payroll-direct deposits, balance inquiries, visits to
the teller, and hundreds of other transaction types and customer attributes were
tracked over time to find signatures that allow the bank to recognize that a cus-
tomer’s loyalty is beginning to weaken while there is still time to take corrective
action.

Another client, a manufacturer of diesel engines, used the decision tree com-
ponent of SPSS’s Clementine data mining suite to forecast diesel engine sales
based on historical truck registration data. The goal was to identify individual
owner-operators who were likely to be ready to trade in the engines of their
big rigs.

Sales, profits, failure modes, fashion trends, commodity prices, operating
temperatures, interest rates, call volumes, response rates, and return rates: Peo-
ple are trying to predict them all. In some fields, notably economics, the analy-
sis of time-series data is a central preoccupation of statistical analysts, so you
might expect there to be a large collection of ready-made techniques available
to be applied to predictive data mining on time-ordered data. Unfortunately,
this is not the case.

For one thing, much of the time-series analysis work in other fields focuses
on analyzing patterns in a single variable such as the dollar-yen exchange rate
or unemployment in isolation. Corporate data warehouses may well contain
data that exhibits cyclical patterns. Certainly, average daily balances in check-
ing accounts reflect that rents are typically due on the first of the month and
that many people are paid on Fridays, but, for the most part, these sorts of pat-
terns are not of interest because they are neither unexpected nor actionable.

In commercial data mining, our focus is on how a large number of indepen-
dent variables combine to predict some future outcome. Chapter 9 discusses
how time can be integrated into association rules in order to find sequential
patterns. Decision-tree methods have also been applied very successfully in
this domain, but it is generally necessary to enrich the data with trend infor-
mation by including fields such as differences and rates of change that explic-
itly represent change over time. Chapter 17 discusses these data preparation
issues in more detail. The following section describes an application that auto-
matically generates these derived fields and uses them to build a tree-based
simulator that can be used to project an entire database into the future.
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Simulating the Future

This discussion is largely based on discussions with Marc Goodman and on
his 1995 doctoral dissertation on a technique called projective visualization. Pro-
jective visualization uses a database of snapshots of historical data to develop
a simulator. The simulation can be run to project the values of all variables into
the future. The result is an extended database whose new records have exactly
the same fields as the original, but with values supplied by the simulator
rather than by observation. The approach is described in more detail in the
technical aside.

Case Study: Process Control in a Coffee-Roasting Plant

Nestlé, one of the largest food and beverages companies in the world, used a
number of continuous-feed coffee roasters to produce a variety of coffee prod-
ucts including Nescafé Granules, Gold Blend, Gold Blend Decaf, and Blend 37.
Each of these products has a “recipe” that specifies target values for a plethora
of roaster variables such as the temperature of the air at various exhaust
points, the speed of various fans, the rate that gas is burned, the amount of
water introduced to quench the beans, and the positions of various flaps and
valves. There are a lot of ways for things to go wrong when roasting coffee,
ranging from a roast coming out too light in color to a costly and damaging
roaster fire. A bad batch of roasted coffee incurs a big cost; damage to equip-
ment is even more expensive.

To help operators keep the roaster running properly, data is collected from
about 60 sensors. Every 30 seconds, this data, along with control information,
is written to a log and made available to operators in the form of graphs. The
project described here took place at a Nestlé research laboratory in York,
England. Nestlé used projective visualization to build a coffee roaster simula-
tion based on the sensor logs.

Goals for the Simulator

Nestlé saw several ways that a coffee roaster simulator could improve its
processes.

m By using the simulator to try out new recipes, a large number of new
recipes could be evaluated without interrupting production. Further-
more, recipes that might lead to roaster fires or other damage could be
eliminated in advance.

m The simulator could be used to train new operators and expose them to
routine problems and their solutions. Using the simulator, operators
could try out different approaches to resolving a problem.
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USING DECISION TREES FOR PROJECTIVE VISUALIZATION

Using Goodman’s terminology, which comes from the machine learning field,
each snapshot of a moment in time is called a case. A case is made up of
attributes, which are the fields in the case record. Attributes may be of any data
type and may be continuous or categorical. The attributes are used to form
features. Features are Boolean (yes/no) variables that are combined in various
ways to form the internal nodes of a decision tree. For example, if the database
contains a numeric salary field, a continuous attribute, then that might lead to
creation of a feature such as salary < 38,500.

For a continuous variable like salary, a feature of the form attribute < value is
generated for every value observed in the training set. This means that there
are potentially as many features derived from an attribute as there are cases in
the training set. Features based on equality or set membership are generated
for symbolic attributes and literal attributes such as names of people or places.

The attributes are also used to generate interpretations; these are new
attributes derived from the given ones. Interpretations generally reflect knowl-
edge of the domain and what sorts of relationships are likely to be important.
In the current problem, finding patterns that occur over time, the amount,
direction, and rate of change in the value of an attribute from one time period
to the next are likely to be important. Therefore, for each numeric attribute, the
software automatically generates interpretations for the difference and the
discrete first and second derivatives of the attribute.

In general, however, the user supplies interpretations. For example, in a
credit risk model, it is likely that the ratio of debt to income is more predictive
than the magnitude of either. With this knowledge we might add an inter-
pretation that was the ratio of those two attributes. Often, user-supplied inter-
pretations combine attributes in ways that the program would not come up
with automatically. Examples include calculating a great-circle distance from
changes in latitude and longitude or taking the product of three linear
measurements to get a volume.

FROM ONE CASE TO THE NEXT

The central idea behind projective visualization is to use the historical cases to
generate a set of rules for generating case n+1 from case n. When this model is
applied to the final observed case, it generates a new projected case. To project
more than one time step into the future, we continue to apply the model to the
most recently created case. Naturally, confidence in the projected values de-
creases as the simulation is run for more and more time steps.

The figure illustrates the way a single attribute is projected using a decision
tree based on the features generated from all the other attributes and
interpretations in the previous case. During the training process, a separate
decision tree is grown for each attribute. This entire forest is evaluated in order
to move from one simulation step to the next.

(continued)
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USING DECISION TREES FOR PROJECTIVE VISUALIZATION (continued)
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One snapshot uses decision trees to create the next snapshot in time.

m The simulator could track the operation of the actual roaster and project
it several minutes into the future. When the simulation ran into a prob-
lem, an alert could be generated while the operators still had time to
avert trouble.

Evaluation of the Roaster Simulation

The simulation was built using a training set of 34,000 cases. The simulation
was then evaluated using a test set of around 40,000 additional cases that had
not been part of the training set. For each case in the test set, the simulator gen-
erated projected snapshots 60 steps into the future. At each step the projected
values of all variables were compared against the actual values. As expected,
the size of the error increases with time. For example, the error rate for prod-
uct temperature turned out to be 2/3°C per minute of projection, but even 30
minutes into the future the simulator is doing considerably better than ran-
dom guessing.

The roaster simulator turned out to be more accurate than all but the most
experienced operators at projecting trends, and even the most experienced
operators were able to do a better job with the aid of the simulator. Operators
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enjoyed using the simulator and reported that it gave them new insight into
corrective actions.

Lessons Learned

Decision-tree methods have wide applicability for data exploration, classifica-
tion, and scoring. They can also be used for estimating continuous values
although they are rarely the first choice since decision trees generate “lumpy”
estimates—all records reaching the same leaf are assigned the same estimated
value. They are a good choice when the data mining task is classification of
records or prediction of discrete outcomes. Use decision trees when your goal
is to assign each record to one of a few broad categories. Theoretically, decision
trees can assign records to an arbitrary number of classes, but they are error-
prone when the number of training examples per class gets small. This can
happen rather quickly in a tree with many levels and/or many branches per
node. In many business contexts, problems naturally resolve to a binary
classification such as responder/nonresponder or good/bad so this is not a
large problem in practice.

Decision trees are also a natural choice when the goal is to generate under-
standable and explainable rules. The ability of decision trees to generate rules
that can be translated into comprehensible natural language or SQL is one of
the greatest strengths of the technique. Even in complex decision trees , it is
generally fairly easy to follow any one path through the tree to a particular
leaf. So the explanation for any particular classification or prediction is rela-
tively straightforward.

Decision trees require less data preparation than many other techniques
because they are equally adept at handling continuous and categorical vari-
ables. Categorical variables, which pose problems for neural networks and sta-
tistical techniques, are split by forming groups of classes. Continuous variables
are split by dividing their range of values. Because decision trees do not make
use of the actual values of numeric variables, they are not sensitive to outliers
and skewed distributions. This robustness comes at the cost of throwing away
some of the information that is available in the training data, so a well-tuned
neural network or regression model will often make better use of the same
tields than a decision tree. For that reason, decision trees are often used to pick
a good set of variables to be used as inputs to another modeling technique.
Time-oriented data does require a lot of data preparation. Time series data must
be enhanced so that trends and sequential patterns are made visible.

Decision trees reveal so much about the data to which they are applied
that the authors make use of them in the early phases of nearly every data
mining project even when the final models are to be created using some other
technique.






Artificial Neural Networks

Artificial neural networks are popular because they have a proven track record
in many data mining and decision-support applications. Neural networks—
the “artificial” is usually dropped—are a class of powerful, general-purpose
tools readily applied to prediction, classification, and clustering. They have
been applied across a broad range of industries, from predicting time series in
the financial world to diagnosing medical conditions, from identifying clus-
ters of valuable customers to identifying fraudulent credit card transactions,
from recognizing numbers written on checks to predicting the failure rates of
engines.

The most powerful neural networks are, of course, the biological kind. The
human brain makes it possible for people to generalize from experience; com-
puters, on the other hand, usually excel at following explicit instructions over
and over. The appeal of neural networks is that they bridge this gap by mod-
eling, on a digital computer, the neural connections in human brains. When
used in well-defined domains, their ability to generalize and learn from data
mimics, in some sense, our own ability to learn from experience. This ability is
useful for data mining, and it also makes neural networks an exciting area for
research, promising new and better results in the future.

There is a drawback, though. The results of training a neural network are
internal weights distributed throughout the network. These weights provide
no more insight into why the solution is valid than dissecting a human brain
explains our thought processes. Perhaps one day, sophisticated techniques for
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probing neural networks may help provide some explanation. In the mean-
time, neural networks are best approached as black boxes with internal work-
ings as mysterious as the workings of our brains. Like the responses of the
Oracle at Delphi worshipped by the ancient Greeks, the answers produced by
neural networks are often correct. They have business value—in many cases a
more important feature than providing an explanation.

This chapter starts with a bit of history; the origins of neural networks grew
out of actual attempts to model the human brain on computers. It then dis-
cusses an early case history of using this technique for real estate appraisal,
before diving into technical details. Most of the chapter presents neural net-
works as predictive modeling tools. At the end, we see how they can be used
for undirected data mining as well. A good place to begin is, as always, at the
beginning, with a bit of history.

A Bit of History

Neural networks have an interesting history in the annals of computer science.
The original work on the functioning of neurons—biological neurons—took
place in the 1930s and 1940s, before digital computers really even existed. In
1943, Warren McCulloch, a neurophysiologist at Yale University, and Walter
Pitts, a logician, postulated a simple model to explain how biological neurons
work and published it in a paper called “A Logical Calculus Immanent in
Nervous Activity.” While their focus was on understanding the anatomy of the
brain, it turned out that this model provided inspiration for the field of artifi-
cial intelligence and would eventually provide a new approach to solving cer-
tain problems outside the realm of neurobiology.

In the 1950s, when digital computers first became available, computer
scientists implemented models called perceptrons based on the work of
McCulloch and Pitts. An example of a problem solved by these early networks
was how to balance a broom standing upright on a moving cart by controlling
the motions of the cart back and forth. As the broom starts falling to the left,
the cart learns to move to the left to keep it upright. Although there were some
limited successes with perceptrons in the laboratory, the results were disap-
pointing as a general method for solving problems.

One reason for the limited usefulness of early neural networks is that most
powerful computers of that era were less powerful than inexpensive desktop
computers today. Another reason was that these simple networks had theoreti-
cal deficiencies, as shown by Seymour Papert and Marvin Minsky (two profes-
sors at the Massachusetts Institute of Technology) in 1968. Because of these
deficiencies, the study of neural network implementations on computers
slowed down drastically during the 1970s. Then, in 1982, John Hopfield of the
California Institute of Technology invented back propagation, a way of training
neural networks that sidestepped the theoretical pitfalls of earlier approaches.
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This development sparked a renaissance in neural network research. Through
the 1980s, research moved from the labs into the commercial world, where it
has since been applied to solve both operational problems—such as detecting
fraudulent credit card transactions as they occur and recognizing numeric
amounts written on checks—and data mining challenges.

At the same time that researchers in artificial intelligence were developing
neural networks as a model of biological activity, statisticians were taking
advantage of computers to extend the capabilities of statistical methods. A
technique called logistic regression proved particularly valuable for many
types of statistical analysis. Like linear regression, logistic regression tries to fit
a curve to observed data. Instead of a line, though, it uses a function called the
logistic function. Logistic regression, and even its more familiar cousin linear
regression, can be represented as special cases of neural networks. In fact, the
entire theory of neural networks can be explained using statistical methods,
such as probability distributions, likelihoods, and so on. For expository pur-
poses, though, this chapter leans more heavily toward the biological model
than toward theoretical statistics.

Neural networks became popular in the 1980s because of a convergence of
several factors. First, computing power was readily available, especially in the
business community where data was available. Second, analysts became more
comfortable with neural networks by realizing that they are closely related to
known statistical methods. Third, there was relevant data since operational
systems in most companies had already been automated. Fourth, useful appli-
cations became more important than the holy grails of artificial intelligence.
Building tools to help people superseded the goal of building artificial people.
Because of their proven utility, neural networks are, and will continue to be,
popular tools for data mining.

Real Estate Appraisal

Neural networks have the ability to learn by example in much the same way
that human experts gain from experience. The following example applies
neural networks to solve a problem familiar to most readers—real estate
appraisal.

Why would we want to automate appraisals? Clearly, automated appraisals
could help real estate agents better match prospective buyers to prospective
homes, improving the productivity of even inexperienced agents. Another use
would be to set up kiosks or Web pages where prospective buyers could
describe the homes that they wanted—and get immediate feedback on how
much their dream homes cost.

Perhaps an unexpected application is in the secondary mortgage market.
Good, consistent appraisals are critical to assessing the risk of individual loans
and loan portfolios, because one major factor affecting default is the proportion
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of the value of the property at risk. If the loan value is more than 100 percent of
the market value, the risk of default goes up considerably. Once the loan has
been made, how can the market value be calculated? For this purpose, Freddie
Mac, the Federal Home Loan Mortgage Corporation, developed a product
called Loan Prospector that does these appraisals automatically for homes
throughout the United States. Loan Prospector was originally based on neural
network technology developed by a San Diego company HNC, which has since
been merged into Fair Isaac.

Back to the example. This neural network mimics an appraiser who
estimates the market value of a house based on features of the property (see
Figure 7.1). She knows that houses in one part of town are worth more than
those in other areas. Additional bedrooms, a larger garage, the style of the
house, and the size of the lot are other factors that figure into her mental cal-
culation. She is not applying some set formula, but balancing her experience
and knowledge of the sales prices of similar homes. And, her knowledge about
housing prices is not static. She is aware of recent sale prices for homes
throughout the region and can recognize trends in prices over time—fine-
tuning her calculation to fit the latest data.

Figure 7.1 Real estate agents and appraisers combine the features of a house to come up
with a valuation—an example of biological neural networks at work.
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The appraiser or real estate agent is a good example of a human expert in a well-
defined domain. Houses are described by a fixed set of standard features taken
into account by the expert and turned into an appraised value. In 1992, researchers
at IBM recognized this as a good problem for neural networks. Figure 7.2 illus-
trates why. A neural network takes specific inputs—in this case the information
from the housing sheet—and turns them into a specific output, an appraised value
for the house. The list of inputs is well defined because of two factors: extensive
use of the multiple listing service (MLS) to share information about the housing
market among different real estate agents and standardization of housing descrip-
tions for mortgages sold on secondary markets. The desired output is well defined
as well—a specific dollar amount. In addition, there is a wealth of experience in
the form of previous sales for teaching the network how to value a house.

m Neural networks are good for prediction and estimation problems. A
good problem has the following three characteristics:

m The inputs are well understood. You have a good idea of which features
of the data are important, but not necessarily how to combine them.

m The output is well understood. You know what you are trying to model.

m Experience is available. You have plenty of examples where both the
inputs and the output are known. These known cases are used to train
the network.

The first step in setting up a neural network to calculate estimated housing
values is determining a set of features that affect the sales price. Some possible
common features are shown in Table 7.1. In practice, these features work for
homes in a single geographical area. To extend the appraisal example to han-
dle homes in many neighborhoods, the input data would include zip code
information, neighborhood demographics, and other neighborhood quality-
of-life indicators, such as ratings of schools and proximity to transportation. To
simplify the example, these additional features are not included here.

inputs output
”Ving Space l
———ssize of garage
Neural:Network-Model appraised value —
_____ ageofhouse
____—etc.ele efc.

Figure 7.2 A neural network is like a black box that knows how to process inputs to create
an output. The calculation is quite complex and difficult to understand, yet the results are
often useful.
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Table 7.1 Common Features Describing a House

FEATURE DESCRIPTION RANGE OF VALUES
Num_Apartments ~ Number of dwelling units Integer: 1-3
Year_ Built Year built Integer: 1850-1986
Plumbing_Fixtures  Number of plumbing fixtures Integer: 5-17
Heating_Type Heating system type coded as A or B
Basement_Garage  Basement garage (number of cars) Integer: 0-2
Attached_Garage Attached frame garage area Integer: 0-228

(in square feet)
Living_Area Total living area (square feet) Integer: 714-4185
Deck_Area Deck / open porch area (square feet) Integer: 0-738
Porch_Area Enclosed porch area (square feet) Integer: 0-452
Recroom_Area Recreation room area (square feet) Integer: 0-672
Basement_Area Finished basement area (square feet) Integer: 0-810

Training the network builds a model which can then be used to estimate the
target value for unknown examples. Training presents known examples (data
from previous sales) to the network so that it can learn how to calculate the
sales price. The training examples need two more additional features: the sales
price of the home and the sales date. The sales price is needed as the target
variable. The date is used to separate the examples into a training, validation,
and test set. Table 7.2 shows an example from the training set.

The process of training the network is actually the process of adjusting
weights inside it to arrive at the best combination of weights for making the
desired predictions. The network starts with a random set of weights, so it ini-
tially performs very poorly. However, by reprocessing the training set over
and over and adjusting the internal weights each time to reduce the overall
error, the network gradually does a better and better job of approximating the
target values in the training set. When the appoximations no longer improve,
the network stops training.
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Table 7.2 Sample Record from Training Set with Values Scaled to Range -1 to 1

RANGE OF ORIGINAL SCALED
FEATURE VALUES VALUE VALUE
Sales_Price $103,000-$250,000 $171,000 -0.0748
Months_Ago 0-23 4 -0.6522
Num_Apartments 1-3 1 -1.0000
Year_Built 1850-1986 1923 +0.0730
Plumbing_Fixtures 5-17 9 -0.3077
Heating_Type codedasAorB B +1.0000
Basement_Garage 0-2 0 -1.0000
Attached_Garage 0-228 120 +0.0524
Living_Area 714-4185 1,614 -0.4813
Deck_Area 0-738 0 —-1.0000
Porch_Area 0-452 210 -0.0706
Recroom_Area 0-672 0 -1.0000
Basement_Area 0-810 175 -0.5672

This process of adjusting weights is sensitive to the representation of the
data going in. For instance, consider a field in the data that measures lot size.
If lot size is measured in acres, then the values might reasonably go from about
Ys to 1 acre. If measured in square feet, the same values would be 5,445 square
feet to 43,560 square feet. However, for technical reasons, neural networks
restrict their inputs to small numbers, say between -1 and 1. For instance,
when an input variable takes on very large values relative to other inputs, then
this variable dominates the calculation of the target. The neural network
wastes valuable iterations by reducing the weights on this input to lessen its
effect on the output. That is, the first “pattern” that the network will find is
that the lot size variable has much larger values than other variables. Since this
is not particularly interesting, it would be better to use the lot size as measured
in acres rather than square feet.

This idea generalizes. Usually, the inputs in the neural network should be
smallish numbers. It is a good idea to limit them to some small range, such as
-1 to 1, which requires mapping all the values, both continuous and categorical
prior to training the network.

One way to map continuous values is to turn them into fractions by sub-
tracting the middle value of the range from the value, dividing the result by the
size of the range, and multiplying by 2. For instance, to get a mapped value for



218 Chapter 7

Year_Built (1923), subtract (1850 + 1986)/2 = 1918 (the middle value) from 1923
(the year the oldest house was built) and get 7. Dividing by the number of years
in the range (1986 — 1850 + 1 = 137) yields a scaled value and multiplying by 2
yields a value of 0.0730. This basic procedure can be applied to any continuous
feature to get a value between -1 and 1. One way to map categorical features is
to assign fractions between —1 and 1 to each of the categories. The only categor-
ical variable in this data is Heating_Type, so we can arbitrarily map B 1 and A to
—1. If we had three values, we could assign one to -1, another to 0, and the third
to 1, although this approach does have the drawback that the three heating
types will seem to have an order. Type —1 will appear closer to type 0 than to
type 1. Chapter 17 contains further discussion of ways to convert categorical
variables to numeric variables without adding spurious information.

With these simple techniques, it is possible to map all the fields for the sam-
ple house record shown earlier (see Table 7.2) and train the network. Training
is a process of iterating through the training set to adjust the weights. Each
iteration is sometimes called a generation.

Once the network has been trained, the performance of each generation
must be measured on the validation set. Typically, earlier generations of the
network perform better on the validation set than the final network (which
was optimized for the training set). This is due to overfitting, (which was dis-
cussed in Chapter 3) and is a consequence of neural networks being so power-
ful. In fact, neural networks are an example of a universal approximator. That
is, any function can be approximated by an appropriately complex neural
network. Neural networks and decision trees have this property; linear and
logistic regression do not, since they assume particular shapes for the under-
lying function.

As with other modeling approaches, neural networks can learn patterns that
exist only in the training set, resulting in overfitting. To find the best network
for unseen data, the training process remembers each set of weights calculated
during each generation. The final network comes from the generation that
works best on the validation set, rather than the one that works best on the
training set.

When the model’s performance on the validation set is satisfactory, the
neural network model is ready for use. It has learned from the training exam-
ples and figured out how to calculate the sales price from all the inputs. The
model takes descriptive information about a house, suitably mapped, and
produces an output. There is one caveat. The output is itself a number between
0 and 1 (for a logistic activation function) or -1 and 1 (for the hyperbolic
tangent), which needs to be remapped to the range of sale prices. For example,
the value 0.75 could be multiplied by the size of the range ($147,000) and
then added to the base number in the range ($103,000) to get an appraisal
value of $213,250.
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Neural Networks for Directed Data Mining

The previous example illustrates the most common use of neural networks:
building a model for classification or prediction. The steps in this process are:

1. Identify the input and output features.
Transform the inputs and outputs so they are in a small range, (-1 to 1).
Set up a network with an appropriate topology.

Train the network on a representative set of training examples.

SRR A

Use the validation set to choose the set of weights that minimizes the
error.

6. Evaluate the network using the test set to see how well it performs.

7. Apply the model generated by the network to predict outcomes for
unknown inputs.

Fortunately, data mining software now performs most of these steps auto-
matically. Although an intimate knowledge of the internal workings is not nec-
essary, there are some keys to using networks successfully. As with all
predictive modeling tools, the most important issue is choosing the right train-
ing set. The second is representing the data in such a way as to maximize
the ability of the network to recognize patterns in it. The third is interpreting
the results from the network. Finally, understanding some specific details
about how they work, such as network topology and parameters controlling
training, can help make better performing networks.

One of the dangers with any model used for prediction or classification is
that the model becomes stale as it gets older—and neural network models are
no exception to this rule. For the appraisal example, the neural network has
learned about historical patterns that allow it to predict the appraised value
from descriptions of houses based on the contents of the training set. There is
no guarantee that current market conditions match those of last week, last
month, or 6 months ago—when the training set might have been made. New
homes are bought and sold every day, creating and responding to market
forces that are not present in the training set. A rise or drop in interest rates, or
an increase in inflation, may rapidly change appraisal values. The problem of
keeping a neural network model up to date is made more difficult by two fac-
tors. First, the model does not readily express itself in the form of rules, so it
may not be obvious when it has grown stale. Second, when neural networks
degrade, they tend to degrade gracefully making the reduction in perfor-
mance less obvious. In short, the model gradually expires and it is not always
clear exactly when to update it.
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The solution is to incorporate more recent data into the neural network. One
way is to take the same neural network back to training mode and start feed-
ing it new values. This is a good approach if the network only needs to tweak
results such as when the network is pretty close to being accurate, but you
think you can improve its accuracy even more by giving it more recent exam-
ples. Another approach is to start over again by adding new examples into the
training set (perhaps removing older examples) and training an entirely new
network, perhaps even with a different topology (there is further discussion of
network topologies later). This is appropriate when market conditions may
have changed drastically and the patterns found in the original training set are
no longer applicable.

The virtuous cycle of data mining described in Chapter 2 puts a premium on
measuring the results from data mining activities. These measurements help
in understanding how susceptible a given model is to aging and when a neural
network model should be retrained.

m A neural network is only as good as the training set used to
generate it. The model is static and must be explicitly updated by adding more
recent examples into the training set and retraining the network (or training a
new network) in order to keep it up-to-date and useful.

What Is a Neural Net?

Neural networks consist of basic units that mimic, in a simplified fashion, the
behavior of biological neurons found in nature, whether comprising the brain
of a human or of a frog. It has been claimed, for example, that there is a unit
within the visual system of a frog that fires in response to fly-like movements,
and that there is another unit that fires in response to things about the size of a
fly. These two units are connected to a neuron that fires when the combined
value of these two inputs is high. This neuron is an input into yet another
which triggers tongue-flicking behavior.

The basic idea is that each neural unit, whether in a frog or a computer, has
many inputs that the unit combines into a single output value. In brains, these
units may be connected to specialized nerves. Computers, though, are a bit
simpler; the units are simply connected together, as shown in Figure 7.3, so the
outputs from some units are used as inputs into others. All the examples in
Figure 7.3 are examples of feed-forward neural networks, meaning there is a
one-way flow through the network from the inputs to the outputs and there
are no cycles in the network.
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Figure 7.3 Feed-forward neural networks take inputs on one end and transform them into
outputs.
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Feed-forward networks are the simplest and most useful type of network
for directed modeling. There are three basic questions to ask about them:

m What are units and how do they behave? That is, what is the activation
function?

m How are the units connected together? That is, what is the topology of a
network?

m How does the network learn to recognize patterns? That is, what is
back propagation and more generally how is the network trained?

The answers to these questions provide the background for understanding
basic neural networks, an understanding that provides guidance for getting
the best results from this powerful data mining technique.

What Is the Unit of a Neural Network?

Figure 7.4 shows the important features of the artificial neuron. The unit com-
bines its inputs into a single value, which it then transforms to produce the
output; these together are called the activation function. The most common acti-
vation functions are based on the biological model where the output remains
very low until the combined inputs reach a threshold value. When the com-
bined inputs reach the threshold, the unit is activated and the output is high.

Like its biological counterpart, the unit in a neural network has the property
that small changes in the inputs, when the combined values are within some
middle range, can have relatively large effects on the output. Conversely, large
changes in the inputs may have little effect on the output, when the combined
inputs are far from the middle range. This property, where sometimes small
changes matter and sometimes they do not, is an example of nonlinear behavior.
The power and complexity of neural networks arise from their nonlinear
behavior, which in turn arises from the particular activation function used by
the constituent neural units.

The activation function has two parts. The first part is the combination func-
tion that merges all the inputs into a single value. As shown in Figure 7.4, each
input into the unit has its own weight. The most common combination func-
tion is the weighted sum, where each input is multiplied by its weight and
these products are added together. Other combination functions are some-
times useful and include the maximum of the weighted inputs, the minimum,
and the logical AND or OR of the values. Although there is a lot of flexibility
in the choice of combination functions, the standard weighted sum works well
in many situations. This element of choice is a common trait of neural net-
works. Their basic structure is quite flexible, but the defaults that correspond
to the original biological models, such as the weighted sum for the combina-
tion function, work well in practice.



Artificial Neural Networks 223
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plus there is an additional
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inputs
Figure 7.4 The unit of an artificial neural network is modeled on the biological neuron.
The output of the unit is a nonlinear combination of its inputs.

The second part of the activation function is the transfer function, which gets
its name from the fact that it transfers the value of the combination function to
the output of the unit. Figure 7.5 compares three typical transfer functions: the
sigmoid (logistic), linear, and hyperbolic tangent functions. The specific values
that the transfer function takes on are not as important as the general form of
the function. From our perspective, the linear transfer function is the least inter-
esting. A feed-forward neural network consisting only of units with linear
transfer functions and a weighted sum combination function is really just doing
a linear regression. Sigmoid functions are S-shaped functions, of which the two
most common for neural networks are the logistic and the hyperbolic tangent.
The major difference between them is the range of their outputs, between 0 and
1 for the logistic and between -1 and 1 for the hyperbolic tangent.

The logistic and hyperbolic tangent transfer functions behave in a similar
way. Even though they are not linear, their behavior is appealing to statisti-
cians. When the weighted sum of all the inputs is near 0, then these functions
are a close approximation of a linear function. Statisticians appreciate linear
systems, and almost-linear systems are almost as well appreciated. As the
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magnitude of the weighted sum gets larger, these transfer functions gradually
saturate (to 0 and 1 in the case of the logistic; to -1 and 1 in the case of the
hyperbolic tangent). This behavior corresponds to a gradual movement from a
linear model of the input to a nonlinear model. In short, neural networks have
the ability to do a good job of modeling on three types of problems: linear
problems, near-linear problems, and nonlinear problems. There is also a rela-
tionship between the activation function and the range of input values, as dis-
cussed in the sidebar, “Sigmoid Functions and Ranges for Input Values.”

A network can contain units with different transfer functions, a subject
we’ll return to later when discussing network topology. Sophisticated tools
sometimes allow experimentation with other combination and transfer func-
tions. Other functions have significantly different behavior from the standard
units. It may be fun and even helpful to play with different types of activation
functions. If you do not want to bother, though, you can have confidence in the
standard functions that have proven successful for many neural network
applications.
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Figure 7.5 Three common transfer functions are the sigmoid, linear, and hyperbolic tangent
functions.
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SIGMOID FUNCTIONS AND RANGES FOR INPUT VALUES

The sigmoid activation functions are S-shaped curves that fall within bounds.
For instance, the logistic function produces values between 0 and 1, and the
hyperbolic tangent produces values between -1 and 1 for all possible outputs
of the summation function. The formulas for these functions are:

logistic(x) = 1/(1 + ™)
tanh(x) = (e* - e™)/(e* + e™)

When used in a neural network, the x is the result of the combination
function, typically the weighted sum of the inputs into the unit.

Since these functions are defined for all values of x, why do we recommend
that the inputs to a network be in a small range, typically from -1 to 1? The
reason has to do with how these functions behave near 0. In this range, they
behave in an almost linear way. That is, small changes in x result in small
changes in the output; changing x by half as much results in about half the effect
on the output. The relationship is not exact, but it is a close approximation.

For training purposes, it is a good idea to start out in this quasi-linear area.
As the neural network trains, nodes may find linear relationships in the data.
These nodes adjust their weights so the resulting value falls in this linear range.
Other nodes may find nonlinear relationships. Their adjusted weights are likely
to fall in a larger range.

Requiring that all inputs be in the same range also prevents one set of
inputs, such as the price of a house—a big number in the tens of thousands—
from dominating other inputs, such as the number of bedrooms. After all, the
combination function is a weighted sum of the inputs, and when some values
are very large, they will dominate the weighted sum. When x is large, small
adjustments to the weights on the inputs have almost no effect on the output
of the unit making it difficult to train. That is, the sigmoid function can take
advantage of the difference between one and two bedrooms, but a house that
costs $50,000 and one that costs $1,000,000 would be hard for it to distinguish,
and it can take many generations of training the network for the weights
associated with this feature to adjust. Keeping the inputs relatively small
enables adjustments to the weights to have a bigger impact. This aid to training
is the strongest reason for insisting that inputs stay in a small range.

In fact, even when a feature naturally falls into a range smaller than -1 to 1,
such as 0.5 to 0.75, it is desirable to scale the feature so the input to the
network uses the entire range from -1 to 1. Using the full range of values from
-1 to 1 ensures the best results.

Although we recommend that inputs be in the range from -1 to 1, this
should be taken as a guideline, not a strict rule. For instance, standardizing
variables—subtracting the mean and dividing by the standard deviation—is a
common transformation on variables. This results in small enough values to be
useful for neural networks.
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Feed-Forward Neural Networks

A feed-forward neural network calculates output values from input values, as
shown in Figure 7.6. The topology, or structure, of this network is typical of
networks used for prediction and classification. The units are organized into
three layers. The layer on the left is connected to the inputs and called the input
layer. Each unit in the input layer is connected to exactly one source field,
which has typically been mapped to the range -1 to 1. In this example, the
input layer does not actually do any work. Each input layer unit copies
its input value to its output. If this is the case, why do we even bother to men-
tion it here? It is an important part of the vocabulary of neural networks. In
practical terms, the input layer represents the process for mapping values into
a reasonable range. For this reason alone, it is worth including them, because
they are a reminder of a very important aspect of using neural networks
successfully.

output
from unit

input

weight constant
0.0000 input
.5%28 -0.23057
024666
0:29728
’ .47909
Num_Apartments 1| 0.0000 0.2
Year_Built 1923 | 0.5328 0.53968,
Plumbing_Fixtures 9| 0.3333 . 35 0 -0.42183
Heating_Type B| 1.0000 7000 o/
Basement_Garage o[ 0.0000 0524 1181 03
Attached_Garage 120 | 0.5263 y ’ 049815
Living_Area 1614 | 0.2593 0.5263 -
Deck_Area 0| 0.0000 X 73::0 0.335: $176,228
Porch_Area 210 | 0.4646 Ao b
Recroom_Area 0 0.0000 2259 . 0.58282
Basement_Area 175| 0.2160 .7
0.2
0 0.98888

0.2160

<0.33192

Figure 7.6 The real estate training example shown here provides the input into a feed-
forward neural network and illustrates that a network is filled with seemingly meaningless
weights.
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The next layer is called the hidden layer because it is connected neither to the
inputs nor to the output of the network. Each unit in the hidden layer is
typically fully connected to all the units in the input layer. Since this network
contains standard units, the units in the hidden layer calculate their output by
multiplying the value of each input by its corresponding weight, adding these
up, and applying the transfer function. A neural network can have any num-
ber of hidden layers, but in general, one hidden layer is sufficient. The wider
the layer (that is, the more units it contains) the greater the capacity of the net-
work to recognize patterns. This greater capacity has a drawback, though,
because the neural network can memorize patterns-of-one in the training
examples. We want the network to generalize on the training set, not to memorize it.
To achieve this, the hidden layer should not be too wide.

Notice that the units in Figure 7.6 each have an additional input coming
down from the top. This is the constant input, sometimes called a bias, and is
always set to 1. Like other inputs, it has a weight and is included in the combi-
nation function. The bias acts as a global offset that helps the network better
understand patterns. The training phase adjusts the weights on constant
inputs just as it does on the other weights in the network.

The last unit on the right is the output layer because it is connected to the out-
put of the neural network. It is fully connected to all the units in the hidden
layer. Most of the time, the neural network is being used to calculate a single
value, so there is only one unit in the output layer and the value. We must map
this value back to understand the output. For the network in Figure 7.6, we
have to convert 0.49815 back into a value between $103,000 and $250,000. It
corresponds to $176,228, which is quite close to the actual value of $171,000. In
some implementations, the output layer uses a simple linear transfer function,
so the output is a weighted linear combination of inputs. This eliminates the
need to map the outputs.

It is possible for the output layer to have more than one unit. For instance, a
department store chain wants to predict the likelihood that customers will be
purchasing products from various departments, such as women’s apparel,
furniture, and entertainment. The stores want to use this information to plan
promotions and direct target mailings.

To make this prediction, they might set up the neural network shown in
Figure 7.7. This network has three outputs, one for each department. The out-
puts are a propensity for the customer described in the inputs to make his or
her next purchase from the associated department.
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Figure 7.7 This network has with more than one output and is used to predict the
department where department store customers will make their next purchase.

After feeding the inputs for a customer into the network, the network calcu-
lates three values. Given all these outputs, how can the department store deter-
mine the right promotion or promotions to offer the customer? Some common
methods used when working with multiple model outputs are:

m Take the department corresponding to the output with the maximum
value.

m Take departments corresponding to the outputs with the top three values.

m Take all departments corresponding to the outputs that exceed some
threshold value.

m Take all departments corresponding to units that are some percentage
of the unit with the maximum value.

All of these possibilities work well and have their strengths and weaknesses
in different situations. There is no one right answer that always works. In prac-
tice, you want to try several of these possibilities on the test set in order to
determine which works best in a particular situation.

There are other variations on the topology of feed-forward neural networks.
Sometimes, the input layers are connected directly to the output layer. In this
case, the network has two components. These direct connections behave like a
standard regression (linear or logistic, depending on the activation function in
the output layer). This is useful building more standard statistical models. The
hidden layer then acts as an adjustment to the statistical model.

How Does a Neural Network Learn
Using Back Propagation?

Training a neural network is the process of setting the best weights on the
edges connecting all the units in the network. The goal is to use the training set
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to calculate weights where the output of the network is as close to the desired
output as possible for as many of the examples in the training set as possible.
Although back propagation is no longer the preferred method for adjusting
the weights, it provides insight into how training works and it was the
original method for training feed-forward networks. At the heart of back prop-
agation are the following three steps:

1. The network gets a training example and, using the existing weights in
the network, it calculates the output or outputs.

2. Back propagation then calculates the error by taking the difference
between the calculated result and the expected (actual result).

3. The error is fed back through the network and the weights are adjusted
to minimize the error—hence the name back propagation because the
errors are sent back through the network.

The back propagation algorithm measures the overall error of the network
by comparing the values produced on each training example to the actual
value. It then adjusts the weights of the output layer to reduce, but not elimi-
nate, the error. However, the algorithm has not finished. It then assigns the
blame to earlier nodes the network and adjusts the weights connecting those
nodes, further reducing overall error. The specific mechanism for assigning
blame is not important. Suffice it to say that back propagation uses a compli-
cated mathematical procedure that requires taking partial derivatives of the
activation function.

Given the error, how does a unit adjust its weights? It estimates whether
changing the weight on each input would increase or decrease the error. The
unit then adjusts each weight to reduce, but not eliminate, the error. The adjust-
ments for each example in the training set slowly nudge the weights, toward
their optimal values. Remember, the goal is to generalize and identify patterns
in the input, not to memorize the training set. Adjusting the weights is like a
leisurely walk instead of a mad-dash sprint. After being shown enough training
examples during enough generations, the weights on the network no longer
change significantly and the error no longer decreases. This is the point where
training stops; the network has learned to recognize patterns in the input.

This technique for adjusting the weights is called the generalized delta rule.
There are two important parameters associated with using the generalized
delta rule. The first is momentum, which refers to the tendency of the weights
inside each unit to change the “direction” they are heading in. That is, each
weight remembers if it has been getting bigger or smaller, and momentum tries
to keep it going in the same direction. A network with high momentum
responds slowly to new training examples that want to reverse the weights. If
momentum is low, then the weights are allowed to oscillate more freely.
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TRAINING AS OPTIMIZATION

Although the first practical algorithm for training networks, back propagation is
an inefficient way to train networks. The goal of training is to find the set of
weights that minimizes the error on the training and/or validation set. This type
of problem is an optimization problem, and there are several different
approaches.

It is worth noting that this is a hard problem. First, there are many weights in
the network, so there are many, many different possibilities of weights to
consider. For a network that has 28 weights (say seven inputs and three hidden
nodes in the hidden layer). Trying every combination of just two values for each
weight requires testing 228 combinations of values—or over 250 million
combinations. Trying out all combinations of 10 values for each weight would
be prohibitively expensive.

A second problem is one of symmetry. In general, there is no single best
value. In fact, with neural networks that have more than one unit in the hidden
layer, there are always multiple optima—because the weights on one hidden
unit could be entirely swapped with the weights on another. This problem of
having multiple optima complicates finding the best solution.

One approach to finding optima is called hill climbing. Start with a random
set of weights. Then, consider taking a single step in each direction by making a
small change in each of the weights. Choose whichever small step does the
best job of reducing the error and repeat the process. This is like finding the
highest point somewhere by only taking steps uphill. In many cases, you end up
on top of a small hill instead of a tall mountain.

One variation on hill climbing is to start with big steps and gradually reduce
the step size (the Jolly Green Giant will do a better job of finding the top of
the nearest mountain than an ant). A related algorithm, called simulated
annealing, injects a bit of randomness in the hill climbing. The randomness is
based on physical theories having to do with how crystals form when liquids
cool into solids (the crystalline formation is an example of optimization in the
physical world). Both simulated annealing and hill climbing require many, many
iterations—and these iterations are expensive computationally because they
require running a network on the entire training set and then repeating again,
and again for each step.

A better algorithm for training is the conjugate gradient algorithm. This
algorithm tests a few different sets of weights and then guesses where the
optimum is, using some ideas from multidimensional geometry. Each set of
weights is considered to be a single point in a multidimensional space. After
trying several different sets, the algorithm fits a multidimensional parabola to
the points. A parabola is a U-shaped curve that has a single minimum (or
maximum). Conjugate gradient then continues with a new set of weights in this
region. This process still needs to be repeated; however, conjugate gradient
produces better values more quickly than back propagation or the various hill
climbing methods. Conjugate gradient (or some variation of it) is the preferred
method of training neural networks in most data mining tools.
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The learning rate controls how quickly the weights change. The best approach
for the learning rate is to start big and decrease it slowly as the network is being
trained. Initially, the weights are random, so large oscillations are useful to get
in the vicinity of the best weights. However, as the network gets closer to the
optimal solution, the learning rate should decrease so the network can fine-
tune to the most optimal weights.

Researchers have invented hundreds of variations for training neural net-
works (see the sidebar “Training As Optimization”). Each of these approaches
has its advantages and disadvantages. In all cases, they are looking for a tech-
nique that trains networks quickly to arrive at an optimal solution. Some
neural network packages offer multiple training methods, allowing users to
experiment with the best solution for their problems.

One of the dangers with any of the training techniques is falling into some-
thing called a local optimum. This happens when the network produces okay
results for the training set and adjusting the weights no longer improves the
performance of the network. However, there is some other combination of
weights—significantly different from those in the network—that yields a
much better solution. This is analogous to trying to climb to the top of a moun-
tain by choosing the steepest path at every turn and finding that you have only
climbed to the top of a nearby hill. There is a tension between finding the local
best solution and the global best solution. Controlling the learning rate and
momentum helps to find the best solution.

Heuristics for Using Feed-Forward,
Back Propagation Networks

Even with sophisticated neural network packages, getting the best results
from a neural network takes some effort. This section covers some heuristics
for setting up a network to obtain good results.

Probably the biggest decision is the number of units in the hidden layer. The
more units, the more patterns the network can recognize. This would argue for
a very large hidden layer. However, there is a drawback. The network might
end up memorizing the training set instead of generalizing from it. In this case,
more is not better. Fortunately, you can detect when a network is overtrained. If
the network performs very well on the training set, but does much worse on the
validation set, then this is an indication that it has memorized the training set.

How large should the hidden layer be? The real answer is that no one
knows. It depends on the data, the patterns being detected, and the type of net-
work. Since overfitting is a major concern with networks using customer data,
we generally do not use hidden layers larger than the number of inputs. A
good place to start for many problems is to experiment with one, two, and
three nodes in the hidden layer. This is feasible, especially since training neural
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networks now takes seconds or minutes, instead of hours. If adding more
nodes improves the performance of the network, then larger may be better.
When the network is overtraining, reduce the size of the layer. If it is not suffi-
ciently accurate, increase its size. When using a network for classification,
however, it can be useful to start with one hidden node for each class.

Another decision is the size of the training set. The training set must be suffi-
ciently large to cover the ranges of inputs available for each feature. In addition,
you want several training examples for each weight in the network. For a net-
work with s input units, # hidden units, and 1 output, thereareh *(s + 1) + h + 1
weights in the network (each hidden layer node has a weight for each connec-
tion to the input layer, an additional weight for the bias, and then a connection
to the output layer and its bias). For instance, if there are 15 input features and
10 units in the hidden network, then there are 171 weights in the network.
There should be at least 30 examples for each weight, but a better minimum is
100. For this example, the training set should have at least 17,100 rows.

Finally, the learning rate and momentum parameters are very important for
getting good results out of a network using the back propagation training
algorithm (it is better to use conjugate gradient or similar approach). Initially,
the learning should be set high to make large adjustments to the weights.
As the training proceeds, the learning rate should decrease in order to fine-
tune the network. The momentum parameter allows the network to move
toward a solution more rapidly, preventing oscillation around less useful
weights.

Choosing the Training Set

The training set consists of records whose prediction or classification values
are already known. Choosing a good training set is critical for all data mining
modeling. A poor training set dooms the network, regardless of any other
work that goes into creating it. Fortunately, there are only a few things to con-
sider in choosing a good one.

Coverage of Values for All Features

The most important of these considerations is that the training set needs to
cover the full range of values for all features that the network might encounter,
including the output. In the real estate appraisal example, this means includ-
ing inexpensive houses and expensive houses, big houses and little houses,
and houses with and without garages. In general, it is a good idea to have sev-
eral examples in the training set for each value of a categorical feature and for
values throughout the ranges of ordered discrete and continuous features.
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This is true regardless of whether the features are actually used as inputs
into the network. For instance, lot size might not be chosen as an input vari-
able in the network. However, the training set should still have examples from
all different lot sizes. A network trained on smaller lot sizes (some of which
might be low priced and some high priced) is probably not going to do a good
job on mansions.

Number of Features

The number of input features affects neural networks in two ways. First, the
more features used as inputs into the network, the larger the network needs to
be, increasing the risk of overfitting and increasing the size of the training set.
Second, the more features, the longer is takes the network to converge to a set of
weights. And, with too many features, the weights are less likely to be optimal.

This variable selection problem is a common problem for statisticians. In
practice, we find that decision trees (discussed in Chapter 6) provide a good
method for choosing the best variables. Figure 7.8 shows a nice feature of SAS
Enterprise Miner. By connecting a neural network node to a decision tree
node, the neural network only uses the variables chosen by the decision tree.

An alternative method is to use intuition. Start with a handful of variables
that make sense. Experiment by trying other variables to see which ones
improve the model. In many cases, it is useful to calculate new variables that
represent particular aspects of the business problem. In the real estate exam-
ple, for instance, we might subtract the square footage of the house from the
lot size to get an idea of how large the yard is.

Figure 7.8 SAS Enterprise Miner provides a simple mechanism for choosing variables for
a neural network—just connect a neural network node to a decision tree node.
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Size of Training Set

The more features there are in the network, the more training examples that
are needed to get a good coverage of patterns in the data. Unfortunately, there
is no simple rule to express a relationship between the number of features and
the size of the training set. However, typically a minimum of a few hundred
examples are needed to support each feature with adequate coverage; having
several thousand is not unreasonable. The authors have worked with neural
networks that have only six or seven inputs, but whose training set contained
hundreds of thousands of rows.

When the training set is not sufficiently large, neural networks tend to over-
fit the data. Overfitting is guaranteed to happen when there are fewer training
examples than there are weights in the network. This poses a problem, because
the network will work very, very well on the training set, but it will fail spec-
tacularly on unseen data.

Of course, the downside of a really large training set is that it takes the neural
network longer to train. In a given amount of time, you may get better models
by using fewer input features and a smaller training set and experimenting
with different combinations of features and network topologies rather than
using the largest possible training set that leaves no time for experimentation.

Number of Outputs

In most training examples, there are typically many more inputs going in than
there are outputs going out, so good coverage of the inputs results in good
coverage of the outputs. However, it is very important that there be many
examples for all possible output values from the network. In addition, the
number of training examples for each possible output should be about the
same. This can be critical when deciding what to use as the training set.

For instance, if the neural network is going to be used to detect rare, but
important events—failure rates in a diesel engines, fraudulent use of a credit
card, or who will respond to an offer for a home equity line of credit—then the
training set must have a sufficient number of examples of these rare events. A
random sample of available data may not be sufficient, since common exam-
ples will swamp the rare examples. To get around this, the training set needs
to be balanced by oversampling the rare cases. For this type of problem, a
training set consisting of 10,000 “good” examples and 10,000 “bad” examples
gives better results than a randomly selected training set of 100,000 good
examples and 1,000 bad examples. After all, using the randomly sampled
training set the neural network would probably assign “good” regardless of
the input—and be right 99 percent of the time. This is an exception to the gen-
eral rule that a larger training set is better.
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m The training set for a neural network has to be large enough to cover all
the values taken on by all the features. You want to have at least a dozen, if not
hundreds or thousands, of examples for each input feature. For the outputs of
the network, you want to be sure that there is an even distribution of values.
This is a case where fewer examples in the training set can actually improve
results, by not swamping the network with “good” examples when you want to
train it to recognize “bad” examples. The size of the training set is also
influenced by the power of the machine running the model. A neural network
needs more time to train when the training set is very large. That time could
perhaps better be used to experiment with different features, input mapping
functions, and parameters of the network.

Preparing the Data

Preparing the input data is often the most complicated part of using a neural
network. Part of the complication is the normal problem of choosing the right
data and the right examples for a data mining endeavor. Another part is
mapping each field to an appropriate range—remember, using a limited range
of inputs helps networks better recognize patterns. Some neural network
packages facilitate this translation using friendly, graphical interfaces. Since
the format of the data going into the network has a big effect on how well
the network performs, we are reviewing the common ways to map data.
Chapter 17 contains additional material on data preparation.

Features with Continuous Values

Some features take on continuous values, generally ranging between known
minimum and maximum bounds. Examples of such features are:

m Dollar amounts (sales price, monthly balance, weekly sales, income,
and so on)

m Averages (average monthly balance, average sales volume, and so on)

m Ratios (debt-to-income, price-to-earnings, and so on)

m Physical measurements (area of living space, temperature, and so on)

The real estate appraisal example showed a good way to handle continuous
features. When these features fall into a predefined range between a minimum

value and a maximum value, the values can be scaled to be in a reasonable
range, using a calculation such as:

mapped_value = 2 * (original_value —min) / (max —min + 1) -1
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This transformation (subtract the min, divide by the range, double and
subtract 1) produces a value in the range from -1 to 1 that follows the same
distribution as the original value. This works well in many cases, but there are
some additional considerations.

The first is that the range a variable takes in the training set may be different
from the range in the data being scored. Of course, we try to avoid this situa-
tion by ensuring that all variables values are represented in the training set.
However, this ideal situation is not always possible. Someone could build a
new house in the neighborhood with 5,000 square feet of living space perhaps
rendering the real estate appraisal network useless. There are several ways to
approach this:

m Plan for a larger range. The range of living areas in the training set was
from 714 square feet to 4185 square feet. Instead of using these values
for the minimum and maximum value of the range, allow for some
growth, using, say, 500 and 5000 instead.

m Reject out-of-range values. Once we start extrapolating beyond the
ranges of values in the training set, we have much less confidence in the
results. Only use the network for predefined ranges of input values.
This is particularly important when using a network for controlling a
manufacturing process; wildly incorrect results can lead to disasters.

m Peg values lower than the minimum to the minimum and higher than
the maximum to the maximum. So, houses larger than 4,000 square feet
would all be treated the same. This works well in many situations. How-
ever, we suspect that the price of a house is highly correlated with the
living area. So, a house with 20 percent more living area than the maxi-
mum house size (all other things being equal) would cost about 20 per-
cent more. In other situations, pegging the values can work quite well.

m Map the minimum value to —0.9 and the maximum value to 0.9 instead
of -1 and 1.

m Or, most likely, don’t worry about it. It is important that most values are
near 0; a few exceptions probably will not have a significant impact.

Figure 7.9 illustrates another problem that arises with continuous features—
skewed distribution of values. In this data, almost all incomes are under
$100,000, but the range goes from $10,000 to $1,000,000. Scaling the values as
suggested maps a $30,000 income to —0.96 and a $65,000 income to —0.89,
hardly any difference at all, although this income differential might be very
significant for a marketing application. On the other hand, $250,000 and
$800,000 become -0.51 and +0.60, respectively—a very large difference,
though this income differential might be much less significant. The incomes
are highly skewed toward the low end, and this can make it difficult for the
neural network to take advantage of the income field. Skewed distributions
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can prevent a network from effectively using an important field. Skewed dis-
tributions affect neural networks but not decision trees because neural net-
works actually use the values for calculations; decision trees only use the
ordering (rank) of the values.

There are several ways to resolve this. The most common is to split a feature
like income into ranges. This is called discretizing or binning the field. Figure 7.9
illustrates breaking the incomes into 10 equal-width ranges, but this is not use-
ful at all. Virtually all the values fall in the first two ranges. Equal-sized quin-
tiles provide a better choice of ranges:

$10,000-$17,999 very low (-1.0)
$18,000-$31,999 low (-0.5)
$32,000-$63,999 middle (0.0)
$64,000-$99,999 high (+0.5)
$100,000 and above very high (+1.0)

Information is being lost by this transformation. A household with an
income of $65,000 now looks exactly like a household with an income of
$98,000. On the other hand, the sheer magnitude of the larger values does not
confuse the neural network.

There are other methods as well. For instance, taking the logarithm is a good
way of handling values that have wide ranges. Another approach is to stan-
dardize the variable, by subtracting the mean and dividing by the standard
deviation. The standardized value is going to very often be between -2 and +2
(that is, for most variables, almost all values fall within two standard devia-
tions of the mean). Standardizing variables is often a good approach for neural
networks. However, it must be used with care, since big outliers make the
standard deviation big. So, when there are big outliers, many of the standard-
ized values will fall into a very small range, making it hard for the network to
distinguish them from each other.

40,000 q
35,000 1
30,000
25,000
20,000
15,000 1

number of people

10,000 A

5,000 4
region 1 | regio region 3 | region 4 | region 5 | region 6 | region 7 | region 8 | region 9 | region 10

0 $100,000 $200,000 $300,000 $400,000 $500,000 $600,000 $700,000 $800,000 $900,000 $1,000,000
income
Figure 7.9 Household income provides an example of a skewed distribution. Almost all
the values are in the first 10 percent of the range (income of less than $100,000).
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Features with Ordered, Discrete (Integer) Values

Continuous features can be binned into ordered, discrete values. Other exam-
ples of features with ordered values include:

m Counts (number of children, number of items purchased, months since
sale, and so on)

m Age
m Ordered categories (low, medium, high)

Like the continuous features, these have a maximum and minimum value.
For instance, age usually ranges from 0 to about 100, but the exact range may
depend on the data used. The number of children may go from 0 to 4, with any-
thing over 4 considered to be 4. Preparing such fields is simple. First, count the
number of different values and assign each a proportional fraction in some
range, say from 0 to 1. For instance, if there are five distinct values, then these get
mapped to 0, 0.25,0.50, 0.75, and 1, as shown in Figure 7.10. Notice that mapping
the values onto the unit interval like this preserves the ordering; this is an impor-
tant aspect of this method and means that information is not being lost.

It is also possible to break a range into unequal parts. One example is called
thermometer codes:

0 —- 0000 =0/16=0.0000
1000 =8/16=0.5000
1100 =12/16=0.7500

1
2
3 1110 =14/16=0.8750

RN

Number of Children
1

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

No . i . 4 or more
children 1 child 2 children 3 children children

Figure .10 When codes have an inherent order, they can be mapped onto the unit interval.
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The name arises because the sequence of 1s starts on one side and rises to
some value, like the mercury in a thermometer; this sequence is then inter-
preted as a decimal written in binary notation. Thermometer codes are good
for things like academic grades and bond ratings, where the difference on one
end of the scale is less significant than differences on the other end.

For instance, for many marketing applications, having no children is quite
different from having one child. However, the difference between three chil-
dren and four is rather negligible. Using a thermometer code, the number of
children variable might be mapped as follows: 0 (for 0 children), 0.5 (for one
child), 0.75 (for two children), 0.875 (for three children), and so on. For cate-
gorical variables, it is often easier to keep mapped values in the range from 0
to 1. This is reasonable. However, to extend the range from -1 to 1, double the
value and subtract 1.

Thermometer codes are one way of including prior information into the
coding scheme. They keep certain codes values close together because you
have a sense that these code values should be close. This type of knowledge
can improve the results from a neural network—don’t make it discover what
you already know. Feel free to map values onto the unit interval so that codes
close to each other match your intuitive notions of how close they should be.

Features with Categorical Values

Features with categories are unordered lists of values. These are different from
ordered lists, because there is no ordering to preserve and introducing an
order is inappropriate. There are typically many examples of categorical val-
ues in data, such as:

m Gender, marital status
m Status codes

m Product codes
|

Zip codes

Although zip codes look like numbers in the United States, they really rep-
resent discrete geographic areas, and the codes themselves give little geo-
graphic information. There is no reason to think that 10014 is more like 02116
than it is like 94117, even though the numbers are much closer. The numbers
are just discrete names attached to geographical areas.

There are three fundamentally different ways of handling categorical features.
The first s to treat the codes as discrete, ordered values, mapping them using the
methods discussed in the previous section. Unfortunately, the neural network
does not understand that the codes are unordered. So, five codes for marital
status (“single,” “divorced,” “married,” “widowed,” and “unknown”) would
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be mapped to -1.0,-0.5, 0.0, +0.5, +1.0, respectively. From the perspective of the
network, “single” and “unknown” are very far apart, whereas “divorced” and
“married” are quite close. For some input fields, this implicit ordering might not
have much of an effect. In other cases, the values have some relationship to each
other and the implicit ordering confuses the network.

m When working with categorical variables in neural networks, be
very careful when mapping the variables to numbers. The mapping introduces
an ordering of the variables, which the neural network takes into account, even
if the ordering does not make any sense.

The second way of handling categorical features is to break the categories
into flags, one for each value. Assume that there are three values for gender
(male, female, and unknown). Table 7.3 shows how three flags can be used to
code these values using a method called 1 of N Coding. It is possible to reduce
the number of flags by eliminated the flag for the unknown gender; this
approach is called 1 of N — 1 Coding.

Why would we want to do this? We have now multiplied the number of
input variables and this is generally a bad thing for a neural network. How-
ever, these coding schemes are the only way to eliminate implicit ordering
among the values.

The third way is to replace the code itself with numerical data about the
code. Instead of including zip codes in a model, for instance, include various
census fields, such as the median income or the proportion of households with
children. Another possibility is to include historical information summarized
at the level of the categorical variable. An example would be including the his-
torical churn rate by zip code for a model that is predicting churn.

m When using categorical variables in a neural network, try to replace them
with some numeric variable that describes them, such as the average income in
a census block, the proportion of customers in a zip code (penetration), the
historical churn rate for a handset, or the base cost of a pricing plan.

Table 7.3 Handling Gender Using 1 of N Coding and 1 of N - 1 Coding

N CODING N - 1 CODING
GENDER GENDER GENDER GENDER GENDER
MALE FEMALE UNKNOWN MALE FEMALE
GENDER FLAG FLAG FLAG FLAG FLAG
Male +1.0 -1.0 -1.0 +1.0 -1.0
Female -1.0 +1.0 -1.0 -1.0 +1.0

Unknown -1.0 -1.0 +1.0 -1.0 -1.0
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Other Types of Features

Some input features might not fit directly into any of these three categories.
For complicated features, it is necessary to extract meaningful information and
use one of the above techniques to represent the result. Remember, the input to
a neural network consists of inputs whose values should generally fall
between -1 and 1.

Dates are a good example of data that you may want to handle in special
ways. Any date or time can be represented as the number of days or seconds
since a fixed point in time, allowing them to be mapped and fed directly into
the network. However, if the date is for a transaction, then the day of the week
and month of the year may be more important than the actual date. For
instance, the month would be important for detecting seasonal trends in data.
You might want to extract this information from the date and feed it into the
network instead of, or in addition to, the actual date.

The address field—or any text field—is similarly complicated. Generally,
addresses are useless to feed into a network, even if you could figure out a
good way to map the entire field into a single value. However, the address
may contain a zip code, city name, state, and apartment number. All of these
may be useful features, even though the address field taken as a whole is
usually useless.

Interpreting the Results

Neural network tools take the work out of interpreting the results. When esti-
mating a continuous value, often the output needs to be scaled back to the cor-
rect range. For instance, the network might be used to calculate the value of a
house and, in the training set, the output value is set up so that $103,000 maps
to -1 and $250,000 maps to 1. If the model is later applied to another house and
the output is 0.0, then we can figure out that this corresponds to $176,500—
halfway between the minimum and the maximum values. This inverse trans-
formation makes neural networks particularly easy to use for estimating
continuous values. Often, though, this step is not necessary, particularly when
the output layer is using a linear transfer function.

For binary or categorical output variables, the approach is still to take the
inverse of the transformation used for training the network. So, if “churn” is
given a value of 1 and “no-churn” a value of -1, then values near 1 represent
churn, and those near -1 represent no churn. When there are two outcomes,
the meaning of the output depends on the training set used to train the
network. Because the network learns to minimize the error, the average value
produced by the network during training is usually going to be close to the
average value in the training set. One way to think of this is that the first
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pattern the network finds is the average value. So, if the original training set
had 50 percent churn and 50 percent no-churn, then the average value the net-
work will produce for the training set examples is going to be close to 0.0. Val-
ues higher than 0.0 are more like churn and those less than 0.0, less like churn.
If the original training set had 10 percent churn, then the cutoff would more
reasonably be —0.8 rather than 0.0 (-0.8 is 10 percent of the way from -1 to 1).
So, the output of the network does look a lot like a probability in this case.
However, the probability depends on the distribution of the output variable in
the training set.

Yet another approach is to assign a confidence level along with the value.
This confidence level would treat the actual output of the network as a propen-
sity to churn, as shown in Table 7.4.

For binary values, it is also possible to create a network that produces two
outputs, one for each value. In this case, each output represents the strength of
evidence that that category is the correct one. The chosen category would then
be the one with the higher value, with confidence based on some function of
the strengths of the two outputs. This approach is particularly valuable when
the two outcomes are not exclusive.

m Because neural networks produce continuous values, the output from a
network can be difficult to interpret for categorical results (used in classification).
The best way to calibrate the output is to run the network over a validation set,
entirely separate from the training set, and to use the results from the validation
set to calibrate the output of the network to categories. In many cases, the
network can have a separate output for each category; that is, a propensity for
that category. Even with separate outputs, the validation set is still needed to
calibrate the outputs.

Table 7.4 Categories and Confidence Levels for NN Output

OUTPUT VALUE CATEGORY CONFIDENCE
-1.0 A 100%

-0.6 A 80%

-0.02 A 51%

+0.02 B 51%

+0.6 B 80%

+1.0 B 100%
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The approach is similar when there are more than two options under con-
sideration. For example, consider a long distance carrier trying to target a new
set of customers with three targeted service offerings:

m Discounts on all international calls
m Discounts on all long-distance calls that are not international

m Discounts on calls to a predefined set of customers

The carrier is going to offer incentives to customers for each of the three
packages. Since the incentives are expensive, the carrier needs to choose the
right service for the right customers in order for the campaign to be profitable.
Offering all three products to all the customers is expensive and, even worse,
may confuse the recipients, reducing the response rate.

The carrier test markets the products to a small subset of customers who
receive all three offers but are only allowed to respond to one of them. It
intends to use this information to build a model for predicting customer affin-
ity for each offer. The training set uses the data collected from the test market-
ing campaign, and codes the propensity as follows: no response — —1.00,
international — —0.33, national — +0.33, and specific numbers — +1.00. After
training a neural network with information about the customers, the carrier
starts applying the model.

But, applying the model does not go as well as planned. Many customers
cluster around the four values used for training the network. However, apart
from the nonresponders (who are the majority), there are many instances
when the network returns intermediate values like 0.0 and 0.5. What can be
done?

First, the carrier should use a validation set to understand the output values.
By interpreting the results of the network based on what happens in the
validation set, it can find the right ranges to use for transforming the results of
the network back into marketing segments. This is the same process shown in
Figure 7.11.

Another observation in this case is that the network is really being used to
predict three different things, whether a recipient will respond to each of the
campaigns. This strongly suggests that a better structure for the network is to
have three outputs: a propensity to respond to the international plan, to the
long-distance plan, and to the specific numbers plan. The test set would then
be used to determine where the cutoff is for nonrespondents. Alternatively,
each outcome could be modeled separately, and the model results combined to
select the appropriate campaign.
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Figure 7.11 Running a neural network on 10 examples from the validation set can help
determine how to interpret results.

Neural Networks for Time Series

In many business problems, the data naturally falls into a time series. Examples
of such series are the closing price of IBM stock, the daily value of the Swiss
franc to U.S. dollar exchange rate, or a forecast of the number of customers who
will be active on any given date in the future. For financial time series, someone
who is able to predict the next value, or even whether the series is heading up
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or down, has a tremendous advantage over other investors. Although predom-
inant in the financial industry, time series appear in other areas, such as fore-
casting and process control. Financial time series, though, are the most studied
since a small advantage in predictive power translates into big profits.

Neural networks are easily adapted for time-series analysis, as shown in
Figure 7.12. The network is trained on the time-series data, starting at the
oldest point in the data. The training then moves to the second oldest point,
and the oldest point goes to the next set of units